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Introduction

This Ph.D. thesis presents my results obtained in the last three years. These
results have appeared in the following preprints and articles: [Pagl9b|,[Pag19dl
CDD™18, [Pag18al,[Pag18d, [Pagl9dc, [Pagi8bj, Pagl9al,[PP19h]. Initially, I inves-
tigated toric arrangements, a type of arrangements inspired by the hyperplane
ones. Toric arrangements have been studied intensively in the last fifteen years
both from topological and from combinatorial point of view. My results de-
scribe the cohomology ring of toric arrangements and their dependency from
the combinatorial data. Later I have worked on another type of arrangements,
i.e. elliptic arrangements, which are tougher than the toric case. I focused on
the most regular case, i.e. the braid arrangements, that coincides with the
configuration spaces of points in an elliptic curve. I have obtained some re-
sults on the unordered configuration space of points in an elliptic curve, and I
have generalized some of them to configurations on closed orientable surfaces.
Only very recently 1 have made some conjectures about the cohomology of
braid elliptic arrangements.

Main results

An arithmetic matroid is a generalization of a matroid encoding a multiplicity
function. It is used to encode the combinatorics of toric arrangements, but the
theory is different from the classic setting. One main difference is the lack of a
criptomorphism between arithmetic matroids and posets of layers, as shown by
Theorem [C] Another difference involves the representability problem: in the
classical case is very hard to determine if a matroid is representable. While,
in the arithmetic setting we have the following theorem.

Theorem A. A surjective, torsion-free arithmetic matroid is representable if
and only if it is strong GCD and orientable. In this case there exists a unique
representation.

Moreover, a torsion-free arithmetic matroid has a finite number of repre-
sentations, explicitly classified.

Theorem [A] is proven by developing a theory of “orientable arithmetic
matroids” that combines arithmetic matroids with orientable matroids. The
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proof involves both combinatorics and linear algebra, such as the Smith normal
form.

In a joint work with Filippo Callegaro, Michele D’Adderio, Emanuele
Delucchi and Luca Migliorini, we provide a description of the cohomology
algebra of the complement of a toric arrangement. Our presentation is given
by generators and relations, following the analogous Orlik-Solomon presenta-
tion for hyperplane arrangements.

Theorem B. The rational cohomology algebra of a toric arrangement A is
the algebra generated by ew a.p for W € S(A) with relations:

EW,A;BEW’ A;B! = T E €L, AUA’;BUB’
Lemg(WnW')

Z niero,{iy =0,
i€E

. m(A
> (—1)A<]|CBm(A(U)B)€W,A;B = 0.
AUBU{j}=C
|B| even.
WDL
An analogous but more complicate presentation holds for the cohomology ring
with integer coefficients.

As a consequence of Theorem [A] the rational cohomology of the comple-
ment algebra depends only on the poset of connected components of the tori
in the arrangement (poset of layers).

We prove Theorem [B| by refining a previous theorem of De Concini and
Procesi, based on the computation of the algebraic De Rham complex. We
manipulate some polynomial identities and we study special coverings of toric
arrangement; this two facts lead to the proof of Theorem [Bl Weaker results
have been obtained studying the Leray spectral sequence for the inclusion of
the complement in the ambient torus.

Let A and A’ be the two toric arrangements described by the following
integer matrices:

111 3 1 416
N=[05 0 5|, N=[05 05
0 0 5 5 00 5 5

Theorem [C] shows that the rational cohomology ring is not determined by
the arithmetic matroid and by the matroid over Z, two structures encoding the
combinatorics of toric arrangements. Nevertheless, the poset of layers cannot
describe the cohomology ring with integer coefficients.

Theorem C. The poset of layers S(A) and S(A’) are non-isomorphic and
the algebras H(M(A); Q) and H(M(A'); Q) are non-isomorphic. However, N
and N’ describe the same arithmetic matroid and the same matroid over Z.

6 Roberto Pagaria
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Moreover, there exist two toric arrangements with isomorphic posets of
layers and non-isomorphic cohomology algebras with integer coefficients.

This example was found by making the following observations. Consider
an arithmetic matroid whose underlying matroid is modular, then there exist
at most one representation of the arithmetic matroid. An analogous result
holds for arithmetic matroids whose associated group is cyclic.

Let C,,(X4) be the unordered configuration spaces of n points on the closed
orientable surface X, of genus g. For g = 1, we present the rational cohomology
ring of C,(E) by using the representation theory of SLy(Q) as follows.

Theorem D. The rational cohomology ring of Cp(E) is isomorphic to

. S*Vi[b]
ANV 1 ntl n ,
1® (o™ 1al3b)sr, )
where a is a non-zero degree-one element of S* Vi and b is an SLa(Q)-invariant
variable of degree 3.

This theorem is obtained computing the &,-invariant elements of the Kriz
model for the configuration space on the torus. The multiplicative structure is
determine by finding a small set of generators and then we explicitly compute
some non-vanishing of products in the Kriz model.

In higher genus, we cannot determine the ring structure of the cohomology
H(Cn(3y)). However, we used the richer representation theory of Sp(2g) to
obtain the following results on the cohomology module. Consider the weight
filtration W on H (C,,(X,); Q) given by the mixed Hodge structure, the graded
cohomology is gr"V H(C,(X,); Q). We describe gr'V H(C,(%,); Q) as a bi-
graded symplectic representation of the mapping class group of ¥,. Let V,, be
the irreducible representation of the symplectic Lie algebra of highest weight
w. Since we are working on finite dimensional representations of the group
Sp(29), it is useful to consider the Grothendieck ring Ry, i.e. the free Z-module
having as a basis the set of irreducible representations of Sp(2¢) up to isomor-
phisms. Let [V,,] € Ry be the element corresponding to the representation
V., for any dominant weight w. The cohomological stability was proven for
unordered configurations spaces, therefore we describe all the spaces C,(3,),
for n € N, simultaneously. We do it by considering the formal power series in
3 variable over the ring R,.

Theorem E. For g > 0, we have the following equality in Ry|[t, s, u]):
D lartly; H(Co(Sy) s =
1,5,M
1
1—-u
+ (1 + 2su®)(1 + t2su?) Z [‘/;wl+wj]tj+isiuj+2i(1 + tQ(g_j)SUQ(g_jH))).

1<j<g
i>0

((1 + 25u3) (1 + t2u) + (1 + t2su?)t29 su>0+) ¢

Cohomology and Combinatorics of Toric Arrangements 7
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In the previous formula, only the representations associated to weights of
the form iw; 4+ w; appear. Notice that the coefficient of u" is a polynomial in
the ring Ry[t, s] and it coincides with the mixed Hodge polynomial of C,(3,).
By setting t = s, we obtain the Poincaré polynomial of C,,(3,) with coefficients
in Ry.

In order to obtain the analogous results with the ring Z instead of R, we
need to compute their image under the map dim: R4, — Z. By using the Weyl
dimension formula we calculate the dimension of the representations of the
symplectic group Sp(2g) appearing in our formula.

Lemma F. We have

. 29 +1+1\ 2g+2—2j ]
dlm‘/imwj:(g > 9 J )

i,j 20+2+i—ji+]
Therefore we obtain a closed formula for the mixed Hodge numbers and

the Betti numbers of C,(2,); those formulas does not have any cancellations,
indeed these numbers are sum of dimensions of the previous representations.

Overview

The chapters are meant to be self-contained. To achieve this, each chapter
begins with the recalling of the needed results and notations from the previous
ones.

In Chapter we define and study orientable arithmetic matroids and
we apply this new theory to realizable arithmetic matroids. We recover for
orientable arithmetic matroids the basic constructions of matroids: deletion,
contraction and duality. By studying GP-functions, we obtain the uniqueness
of the orientation. Strengthening the condition “greatest common divisor”, we
obtain a necessary condition for the realizability of torsion-free surjective arith-
metic matroids. Orientability and the “strong GCD” property are equivalent
to the representability of torsion-free surjective arithmetic matroids. Finally,
by using a new operation between quasi-arithmetic matroids — called “reduc-
tion” — we classify all the representations of torsion-free arithmetic matroids.

In Chapter [2, the cohomology of the complement of toric arrangements is
investigated. We start from the graded cohomology ring both with integer and
rational coefficients. The main technique used is the Leray spectral sequence.
We provide a presentation for the cohomology ring by covering in a non-trivial
way a toric arrangement with unimodular toric arrangements. This result is
presented firstly for the rational cohomology and then for the integer one. The
last result concerns the generation in degree one of the cohomology ring.

In Chapter [3| we discuss the relation between the combinatorics of a toric
arrangement (arithmetic matroid, poset of layers) and the cohomology ring
of its complement. We also study discriminantal toric arrangements and the
special case of toric arrangements whose associated matroid is modular. The

8 Roberto Pagaria
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main results of this chapter are the examples in the last two sections. The
first one shows that the integral cohomology of toric arrangements is not
determined by the poset of layers. The second example provides two toric
arrangements describing isomorphic arithmetic matroids, but having different
posets of layers and different rational cohomology algebras of the complements.
In Chapter[d] we focus on configuration spaces of closed orientable surfaces.
We expose the representation theory of the Kriz model for the cohomology.
In genus one the Kriz model is huge and complicate, and its cohomology
is unknown, however we conjecture a closed formula for the mixed Hodge
numbers in the ordered case. In the unordered case we provide a presentation
of the cohomology ring keeping track of the mixed Hodge structure and of the
action of the mapping class group. Finally, we obtain analogous statements
for unordered configuration spaces in arbitrary genus, but only as a module.

Cohomology and Combinatorics of Toric Arrangements 9






Chapter 1

Arithmetic Matroids

The aim of this chapter is to relate two different generalizations of matroids:
the oriented matroids and the arithmetic matroids. We want to give a defini-
tion of “oriented arithmetic matroid” and prove properties like the “uniqueness
of orientation”. This leads to a complete classification of all representation of
a torsion-free arithmetic matroid.

Oriented matroids have a large use in mathematics and science (for general
reference see [BLVS™T99, [OxI11]); they are related to the simplex method for
linear programming, to the chirality of molecules in theoretical chemistry, and
to knot theory. For instance, the Jones polynomial of a link is a specialization
of the signed Tutte polynomial (see [Kau89]) of an oriented graphic matroid
[Thi87, [Jae8§|. Another interesting fact is the correspondence between ori-
ented matroids and arrangements of pseudospheres [FL78| that generalizes
the correspondence between representable matroids and central hyperplane
arrangements.

Arithmetic matroids — introduced in [DM13l [BM14] — appear as a com-
binatorial object related to the cohomology of the complement of a toric ar-
rangement [DP05, Moc12a, (CDD™18]. The study of toric arrangements is
related to zonotopes, partition functions, box splines, and Dahmen-Micchelli
spaces (see [DPV10, DP11, [Moci2al). All standard operations with matroids,
e.g. deletion, contraction, duality, are generalized to arithmetic matroids in a
consistently way. Recently, a new operation between two arithmetic matroids
over the same matroid is discovered by Delucchi e Moci [DM18§].

The correspondence between representable arithmetic matroids and cen-
tral toric arrangements has not been generalized to the non-representable
cases, so far. With the aim of filling this gap, we define a class of arithmetic
matroids which we call orientable arithmetic matroids (see Definition [1.1.10])
hoping that these correspond to “arrangements of pseudo-tori”.

An r x n matrix with integer coefficients describes at the same time a
central toric arrangement, an oriented matroid, and an arithmetic matroid.
It comes natural to say that two matrices are equivalent if they describe two

11



CHAPTER 1. ARITHMETIC MATROIDS

toric arrangements that differ by an automorphism of the ambient torus. Ge-
ometrically, the group GL,(Z) x (Z2)™ acts on the space M(r,n;Z) by left
multiplication and sign reverse of the columns. Two representation (i.e. ma-
trices) of the arithmetic matroid are equivalent if and only if they belong to
the same GL,(Z) x (Zz2)"-orbit.

The space M(r, n; Z) is included in M(r, n; Q) and the action of GL,(Z) x Z%
extends naturally to the one of GL,(Q) x Zj. Lemma [1.7.6)shows that all rep-
resentations of an arithmetic matroid belong to the same GL,(Q) x (Z2)"-orbit.
By this fact, it can be easily deduced that representable arithmetic matroids
have a unique orientation. We extend this result to the non-representable case,
showing (Theorem that orientable arithmetic matroids have a unique
orientation (up to re-orientation).

Sections to and are published in [Pagl8a] and Sections
and will appear in the preprint [PP19b] written with Giovanni Paolini.
Sections and are part of the paper [Pagl9b], the version below is quite
different from the published version. [Pagl9bl Theorem 5.6] contains a mis-
take, a corrected version of it is stated and proved below, see Theorem [1.9.9]

Plan

In Section|l.1|we start by recalling some standard definitions and by describing
the basic construction in Section We introduce a compatibility condition,
eq. , between the orientation and the multiplicity function of an oriented
arithmetic matroid. The condition coincides with the Pliicker relation
for the Grassmannian and we prove that oriented arithmetic matroids are
closed under deletion, contraction, and duality. Next, in Section [1.3] we show
that the condition implies a generalization of the Leibniz rule for the
determinant. We state and prove a result about the uniqueness of orientation
(Section so that it makes sense to talk of orientable arithmetic matroids
instead of oriented arithmetic matroids. We state, in Section the condi-
tion “strong GCD” that implies the representability of orientable arithmetic
matroids, as proven in Section Moreover, we show that orientable arith-
metic matroids, upon forgetting the multiplicity function, are representable
matroids (see Proposition . A torsion-free surjective arithmetic matroid
has a unique representation up to equivalence; this fact is proven in Section
Later, in Section [1.8] we introduce a new operation on quasi-arithmetic ma-
troids, called “reduction”, in order to classify all representations of an arith-
metic matroid (Section [1.9).

The entire discussion can be generalized to quasi-arithmetic matroids and
so to matroids over Z (see [FMI16]). It is not clear to the author how arith-
metic matroids and orientable arithmetic matroids are related to matroids
over hyperfields (see [BB16]).

12 Roberto Pagaria



1.1. DEFINITIONS

1.1 Definitions

Let E be a ground set, i.e. a finite totally ordered set. We will frequently
make use of r-tuples of elements of F/, so with an abuse of notation for any
set A={ay,...,a,} C E we will write A for the increasing tuple (a1, ...,a,).

1.1.1 Matroids

Let v, for e € E be some elements in a finite generated abelian group H.
As elements of the vector space Q ® H, the elements v. determine linear
dependency relations. The family

C:= mCin {C C E | {ve}iec is a linearly dependent set }

of index sets of minimal linear dependencies among this elements in H is
the set of circuits of a matroid M on the set E We point to [OxI11] for an
introduction to this theory.

We give the definition of a matroid in terms of its basis, since [OxI11]
Theorem 1.2.3] shows that it is equivalent to the one given in terms of circuits.

Definition 1.1.1. A matroid over a the ground set F is a non-empty set
B C P(E) satisfying the following exchange property:

VBi,By € BYx € B\ B3y € By \ By such that By \ {z} U{y} € B. (1.1)

Since this definition of matroids is cryptomorphic to the one involving the
rank function (see [Ox111l Theorem 1.3.2]), we denote a matroid with the pair
(E,1k).

Throughout this paper we will denote the r-tuples (y;, z2,...,x,) by z;
and (Yo, .-, Yi—1,Yit1s--->Yr) DY gi, for i = 0,...,r, where z = (z2,...,2,)
and y = (Yo, .-, Yr)-

Definition 1.1.2 ([BLVST99, Definition 3.5.3]). A chirotope x is a function
x:E" — {-1,0,1} such that:

(B0) it is not identically zero, i.e. x Z 0,

(B1) it is alternating, i.e. x(oz) = sgn(o)x(z) for all 0 € &,,

(B2) for all xg,...,z, and all yo,...,y, € E such that
x(&)x(gi) >0,

for all 7 > 0, then we have

X(zo)x(y") > 0.

Cohomology and Combinatorics of Toric Arrangements 13



CHAPTER 1. ARITHMETIC MATROIDS

We say that two chirotopes x and ' are the same chirotope if x = x’ or
if x = —x’. This choice is not standard but useful for the notation.

Definition 1.1.3 (|[BLVST99, p. 134]). The re-orientation with respect to
A C E of a chirotope Y is the chirotope ' defined by

Al U
X (z) = (=1)AntEmrly ().
Two chirotopes are equivalent if one is a re-orientation of the other one.

The set {{b1,...,b,} € E | x(b1,...,b,) # 0} is the matroid over E
associated with the chirotope x. A signed circuit in E is a function ¢: C —
{1} where C C E. An oriented matroid is a collection of signed circuit
that satisfies some properties listed in [BLVST99, Definition 3.2.1]. A well-
known cryptomorphism of Lawrence [Law82] between oriented matroids and
chirotopes is stated in [BLVS™99, Theorem 3.5.5].

We can define the set of signed circuit associated with the chirotope x as
follow. Each circuit C' C E of the matroid associated with x can be considered
as an ordered set with the total order induced by E. Choose an ordered set
a = (a1,a9,...,a,—s) such that rk(C' Ua) = r. Let ¢ be the function defined

by
. def i ~
(i) =c¢ = (—1)'x(x0y .., Tiye ooy Ty A1y ey Ap_g),

it does not depend on the choice of the total order and, up to a global negation,
the function ¢ does not depend on the choice of a.

Definition 1.1.4. The set of signed circuit associated with x is the set of
function { ¢, —c: C — {£1} | C circuit } defined above.

For every matroid M = (E,rk) and every subset A C E we denote by
M/A the contraction of A and with M \ A the deletion of A.

Let us recall the definition of arithmetic matroid introduced in [DM13]
BM14].

Definition 1.1.5. A molecule (A, F,T) of the matroid (F,rk) is a triple of
sets AUFUT C E such that rk(FUA) = |F|+1k(A) and rk(AUT) = rk(A).

Definition 1.1.6. An arithmetic matroid is (E,rk, m) such that (F,rk) is a
matroid and m : P(E) — N = {1,2,...} a function satisfying:

1. if AC F and = € FE is dependent on A, then m(AU {x })|/m(A);
2. if AC E and z € E is independent from A, then m(A)m(AU{v});
3. if (A, F,T) is a molecule then

m(Am(AUFUT) =m(AU F)m(AUT);

14 Roberto Pagaria



1.1. DEFINITIONS

4. if (A, F,T) is a molecule then

p(AAUFUT)E N ()T (s) > 0.
ACSCAUFUT

We call m the multiplicity function.

A pseudo-arithmetic matroid is a matroid with a multiplicity function that
satisfies only [4l A quasi-arithmetic matroid is a matroid with a multiplicity
function that satisfies [ — [l

Definition 1.1.7. An arithmetic matroid (E,rk, m) is representable if there
exists a finite generated abelian group H and a list of elements (he)cep of H
such that

rk(A) = rank((he)eca) and m(A) = ’Tor (H/<he>e€A>’

for all A C E. We call a such collection (he)ecr in H a representation of the
arithmetic matroid. The representation is essential if rk H = rk(E).

For sake of notation we define for each representation I'y = (he)eca < H
and for each subgroup K < H we set [H : K| = |Tor(H/K)|.

Definition 1.1.8. An arithmetic matroid (F,rk, m) is said to be torsion-free
if m(0) = 1 and surjective if m(E) = 1.

A polynomial invariant for arithmetic matroids was introduced by Moci
[Moc12al:

Definition 1.1.9. The arithmetic Tutte polynomial of an arithmetic matroid
(E,rk,m) is the following polynomial

T(z,y) = Z m(A)(z — 1)KE)—k(A) () _ 1)lAl=rk(4),
ACE

The arithmetic Tutte polynomial has good properties: it has positive coeffi-
cients, satisfies the deletion-restriction property and can be defined in terms of
internal and external activities of the arithmetic matroid. It specializes to the
Poincaré polynomial of a toric arrangement, to the characteristic polynomial
of the poset of layers, to the Hilbert series of the associated Dahmen-Micchelli
space. Moreover, it counts the number of integer points of the associated
zenotope and the connected components of arrangements in the compact torus
(SY)" ([Law1l]). This polynomial is further generalized to the G-Tutte poly-
nomial, see [LTY17, Tral8 [TY19] and to the universal Tutte character, see
[DEM17]. The arithmetic Tutte polynomial associated with a root system is
computed in [ACHI15] and for type A, in [Berl9].

Cohomology and Combinatorics of Toric Arrangements 15



CHAPTER 1. ARITHMETIC MATROIDS

Definition 1.1.10. An oriented arithmetic matroid (E,rk, m, x) is a matroid
(E,rk) of rank r together with two structures: a chirotope x: E" — {—1,0,1}
and a multiplicity function m:P(E) — Ny such that:

1. The unoriented matroid associated with the chirotope y is the matroid
(B, k).

2. The triple (E,rk,m) is an arithmetic matroid.

3. For all zs,...,x, and all yo,...,y, € E the following equality holds
D (=D x(a)m(z)x(y )m(y') =0, (GP)

where L, = (yi7x2 s 71.7‘) and El = (y07 s Yi—-1 Y- y’r‘)

An arithmetic matroid is orientable if there exists a chirotope that makes
the arithmetic matroid oriented.

Remark 1.1.11. Our property (GP)), related to the Grassmannian-Pliicker re-
lations, implies the properties (GP,), for all r, defined in [Lenl7bl Definition
10.3].

Notice that the compatibility condition (GPJ) involves only the values of
the multiplicity function on the basis of (E,rk).

Remark 1.1.12. The condition (GP) implies [(B2)] of Definition [1.1.2]

Let H be a finite generated abelian group, and B be a basis of Hg :=
H ®y Q

Definition 1.1.13. A representation (he)ecr in H of an oriented arithmetic
matroid (F,rk, m, x) is a collection of elements in the finite generated abelian
group H such that:

1. they are a representation of the arithmetic matroid (E,rk, m),

2. for each A € E" we have

X(A) = sgn(det Mp({ ha ® 1 }4c4)),

where Mp({ ha ®1},c4) is the matrix that represent the vectors h, ® 1
in the basis B.

Remark 1.1.14. The above definition does not depend on the choice of the
basis since we consider xy and —yx the same chirotope.

16 Roberto Pagaria



1.2. BASIC CONSTRUCTIONS

1.2 Basic constructions

Deletion

The deletion of A C E is an operation defined for matroids [OxI11], p. 22],
for oriented matroids [BLVS™99, p. 133], and for arithmetic matroids [DM13],
section 4.3] [BM14] section 3]. We now define a deletion operation for oriented
arithmetic matroids.

Define s = rk(E'\ A) and choose a = (a1, as, ..., a,—s) be such that rk((E"\
A)Ua) =r. Let x \ A:(E\ A)°® — {-1,0,1} be the function defined by
X \ A(z) = x(zUa). The collection (F \ A,tk\A,m\ A, x \ A) satisfies the
first two conditions of Definition [LT.10]

Proposition 1.2.1. The collection (E\ A,k \A,m\ A, x \ A) is an oriented
arithmetic matroid.

Proof. Consider the elements xo,...,zs and yg,...,ys in £\ A. For all 0 <
i < s such that x(z; Ua) # 0 and x(y;, Ua) # 0, the triples (z;,a,y") and
(gi, a,z;) are molecules. The equality

m(z; Uy")*m(z; Ua)m(y' Ua) = m(z; Uy Ua)*m(z,)m(y")

follows from condition applies to the two molecules. Notice that x; U gi
does not depend on ¢ so we can denote it by z Uy. We have

m(zUyUa)® > (—1)x(z; Ua)m(z)x(y’ Ua)m(y') =
=0

=m(zUy)® > (—1)x(z; Ua)m(z; Ua)x(y' Ua)m(y’ Ua).

i=0
The right side is, up to a non-zero scalar, the equation (GP|) applied to
Loy ...y Lg, A1y, 0r_s and Yo, ..., Ys, a1, - .,ar_s for the oriented arithmetic

matroid (E, x,m). Therefore, we have proven the claimed equality
s . .
> x(z; Ua)mlz,)x(y’ Ua)m(y’) = 0. O
i=0

Contraction

The contraction of A C FE is an operation defined for matroids [OxI11] p. 22],
for oriented matroids [BLVST99, p. 134], and for arithmetic matroids [DM13],
section 4.3] [BM14], section 3]. We now define a contraction operation for
oriented arithmetic matroids.

Let A be a subset of E and call r — s its rank. We choose an independent
list a = (a1, ...,ar—s) of elements in A. Define xy/A: (E'\ A)* — {-1,0,1} as
X/A(z) = x(zUa), tk JA(S) = k(AU S) — rk(A) and m/A(S) = m(AUS).
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CHAPTER 1. ARITHMETIC MATROIDS

Proposition 1.2.2. The collection (E/A,tk JA,m/A,x/A) is an oriented
arithmetic matroid.

Proof. We call T = A\ a and fix the elements xo,...,zs and yo,...,ys of
E'\ A. For all i such that x(z;Ua) # 0 and x(y, Ua) # 0, the triples (a,z;,T)
and (a,y’,T) are molecules of (E,rk). Thus

m(A)Qm(gi U Q)m(gi Ua) = m(g)%n(gi U A)m(yi UA).

Since m(A) and m(a) are nonzero, then condition (GP) for z and y in the
contracted matroid is equivalent to condition (GP)) for z Ua and y U a in the
original matroid. O

Duality

The duality is an operation defined for matroids [OxI11l, chapter 2], for ori-
ented matroids [BLVS™99, p. 135], and for arithmetic matroids [DM13] p. 339]
[BM14] p. 5526]. We now define duality for oriented arithmetic matroids.

Recall that the set E is ordered. For every z = (z1,...,2x) C E we call
2’ the complement of z in E with some arbitrary order and let o(z, z’) be the
sign of the permutation that reorders the list (z,2’) as they appear in E. We
define x*: E"" — {—1,0,1} as

and the multiplicity function m*: P(E) — N4 as m*(z) = m(2').
Proposition 1.2.3. The triple (E, x*,m*) is an oriented arithmetic matroid.

Proof. Let x = (x2,...,2n—) and y = (y0,...,Yn—r) be two sublists of £.

Coherently with the notation above, let 2’ = (x(, ..., ;) and ¥ = (y5,...,y})

T
be their complements. For every 0 < i < n — r the element y; is equal to zy,

or .. In the first case x*(z;) = 0 and in the second case

X (z;) = x(@7)o(z;,27) = (-1)"" ' x(@Y)o(z, ).

Analogously, if y; = z’; then

X'() = x()oly',y)) = ()" X))oy y)

where g;. = (b, yr). If yi = 2, then m*(z;) = m(z”) and m*(y') =
m(y;) Thus, up to a sign, the condition (GP) for ¢ and 2’ in the original

matroid implies condition (GP)) for z and y in the dual matroid. O
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1.3 GP-functions

We now study functions satisfying a relation that looks like the Pliicker rela-
tion for the Grassmannian. A posteriori all these functions are nothing else
that the determinant det: V" — Q restricted to a finite (multi-)set E C V.

Definition 1.3.1. A map f: E” — Q is a GP-function if it is alternating and
for all z € E"~! and all y € ET*! the following equality holds

,
S D i wa ) fYo, Vit Yig1 - yr) =0
i=0
The main examples of GP-function are the function xym for every oriented
arithmetic matroid. Another example is constructed as follow: given a map
i:E — Q" the function z +— det(i(x1),...,i(x,)) is a GP-function. The
following theorem is a generalization of the Leibniz formula.

Theorem 1.3.2. Let f: E" — Q be a GP-function. Then for all (a1,...,a,)
in E" and (by,...,b.) € E" the following formula holds:

S (=0 [ flar, o oy, - var) = flan, .o an) " (b, by,
oeB, =1 (12)

where b, ;) substitutes a;.

Proof. We prove lemma by induction, the base case r = 2 is trivial. We fix
(ai,...,a,) € E" and (by,...,b.) € E". Let g: E"~! — Q be the GP-function
defined by

g(xay...,xy) = flar, o, ..., x,).

By inductive step we have

,
Z (—1)%ene Hg(ag, s Co(i)s s ar) = glag, ... a.) 2g(cay ..., cp).
i=2

ce€G,r_q
(1.3)
The left hand side of the eq. (1.2]) can be rewritten as:

T '

Z f(bja az, ... 7a7‘) Z (_1)Sgn0+sgn7j H f(alv R 7bU(Tj(i))7 R 7a'r')7

J=1 €6, i=2

(1.4)

where 7; = (1,7) and &,_; is the subgroup of &, of permutations that fix the

element 1. Now, for every j, we use eq. (1.3) with ¢; = bT].(i) to manipulate
expression ([1.4)):

Far @) 2| fbr 0, yan) flan o, be) = D f(bjyas, . say):
j=1

Flat b, bi, - by)
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that it is equal to left hand side of (1.2)) since f is a GP-function. O
Lemma 1.3.3. Let f and g be two GP-functions and B € E". Suppose that
f(B)=g(B)# 0 and f(C) = g(C) for allC € E" such that |{i | ¢; # bi}| =1,
then f = g.

Proof. We use Theorem for the function f and g. We set {a1,...,a,} =
B in eq. ([1.2)), the left hand side for f and g are equal, so

F(arseeesar) " f(br, e b) = glar, oy an) " glb by,

By hypothesis f(ai,...,a,) = g(ai,...,a,) # 0, thus we have f(by,...,b,)
g(by,...,b,) forall b, i =1,...,r.

Ol

1.4 Uniqueness of the orientation

Theorem 1.4.1. Let (E,rk,x,m) and (E,rk,x’,m) be two oriented arith-
metic matroids. Then X' is a re-orientation of x.

We fix a total order on E ~ [n] such that [r]|, the first r elements, are a
basis of the matroid.
The basis graph of a matroid is first studied in [Mau73a] and [Mau73b].

Definition 1.4.2. The basis graph BG of a matroid (E, B) is the graph on the
set B of vertices with an edge between two vertices By and By if |By \ B2| = 1.

Once chosen a basis By of a matroid, we define BG; to be the induced
subgraph of BG whose vertices are all vertices adjacent to By. Define BG<;
the induced subgraph whose vertices are the ones adjacent to By and By itself.

Suppose that two GP-functions x([r]) = x'([r]), Lemma[L.4.6] proves that,
up to reorientation, y and x’ coincides on all vertices of distance one from [r].
Lemma [1.4.7] proves that x(B) = x/(B) using Theorem [1.3.2]

Definition 1.4.3. Let G be the bipartite graph on vertices F and an edge
between i € Bp and j € E\ By if Bo\ {7} U{j} is a basis. We call this graph
the Bo-fundamental circuit graph.

Definition 1.4.4. The Line graph L(G) of a graph G = (V,€) is the graph
whose set of vertices is the set £ of edges in G. The graph L(G) has an edge
between e; and ey € £ if and only if the edges e; and es are incident in G.

The Line graph of G is the graph BGi. A coordinatizing path in G is a
spanning forest of the graph G. We choose a coordinatizing path P of the
graph G and its Line graph L(P) is an induced subgraph of BG.

The following lemma is essentially proven in [Lenl9, Lemma 6].

20 Roberto Pagaria



1.4. UNIQUENESS OF THE ORIENTATION

Lemma 1.4.5. Let (E,x,m) be an oriented arithmetic matroid with basis
graph BG, By be a vertex of BG and P be a coordinatizing path in G, such that
L(G) = BGy. Then there exists a re-orientation x' of x such that x'(B) =
X' (Bg) for all vertices B € L(P). O

We denote the point-wise product of two function x and m with

def
xm(b) = x(b) - m(b).
We prove in our setting the equivalent of [Lenl9, Lemma 9].

Lemma 1.4.6. Let (E,rk,m) be an arithmetic matroid with basis graph BG,
By be a vertex of BG and P be a coordinatizing path in the graph G, such
that L(G) = BG1. Let x and X' be two orientations of the arithmetic matroid
(E,rk,m) such that x(B) = x(By) and x'(B) = x'(By) for all vertices B €
L(P). If x(By) = xX'(Bo), then x(B') = xX'(B’) for all B' € BG<;.

Proof. Consider the subgraph H of G with the same set of vertices and with
an edge between i € By and j € E \ By if and only if x(Bo \ {i} U {j}) =
X' (Bo \ {i} U{j}) #0. The graph H contains the chosen coordinatizing path
P by hypothesis. Suppose that H # G and let T' (T # ) be the set of edges of
G not contained in H. For each (i,7) € T we can consider [(, j) the length of
the minimal path in H connecting the vertices ¢ and j. Obviously, I(i,j) is a
odd number greater than 2. Let us fix (h, k) € T' with I(h, k) minimal among
all [(i,7) for (i,7) € T and a minimal path @ = (h = ig, jo, i1, .., 0, jt = k)
in ‘H between (h, k) (the equality 2t + 1 = [(h, k) holds). By minimality of
(h, k), two vertices i, and j, are connected in G if and only if a = b, a = b+ 1
orb=tand a=0.

Without loss of generality, we suppose i, = v+ 1 for 0 < v < ¢, By = [r],
and j, = r4+v+1for 0 < v <t Apply Theorem [1.3.2] with a; = 7 and
bj =t + j + 2 to the GP-functions xm and x’m. The product

me(al, oy bo(iyy ooy ar)
i=1

is non zero if and only if (a;, by(;)) € QU{(h, k)} for all i <t+1 and b,;) = a;
for all t +1 < ¢ < r. The same implication holds for the function x’m. This

happens only for two different permutations 7 and 7, say that 7(h) = k and
7(h) = jo. We define
def
x Zxmlay,...,ap_1,b5 Ghgt, ..., ar),
def
a:e Xm(a17"'7b7'(i)7"'7a/’f')7
i#h
def .
b = me(ah . 'abu(i)a s >a7’)7
i=1

def _
c =xmlay,...,a) " Txm(by,...,b,).
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Thus, eq. (1.2)) can be reduced to ax 4+ b = ¢. The equivalent relation for x’ is
ar’ +b = with 2’ = &z and ¢ = £c. Since a,b, c and z are non-zero, then
z = 2’ and so

x(a1, .. an_1,bg, anyt, - ar) =X (a1, ap_1,bp, Qpit, - -, ar).

This equality contradicts the supposition H # G. ]

Lemma 1.4.7. Let (E,rtk,m) be an arithmetic matroid and x and x' two
ortentations of the arithmetic matroid that coincide on the elements of BG<1.
Then x = x'.

Proof. By hypothesis both xm and x’m are GP-functions, so by Lemma [1.3.3]
they are equal. O

Theorem [[L4.1] follows from Lemmas [[.4.5] to

1.5 The strong GCD property

Definition 1.5.1. An arithmetic matroid M = (FE,rk, m) satisfies the strong
GCD property if, for every subset A C E,

m(A) =ged{m(B) | B basis and |[BNA| =1k A}.

Strong GCD arithmetic matroids are uniquely determined by the rank
function and the multiplicity function restricted to the bases of the underly-
ing matroid. The strong GCD property is equivalent to both (F,rk, m) and
(E,rk*, m*) are GCD arithmetic matroids.

Lemma 1.5.2. Let M be an arithmetic matroid. If M satisfies the strong
GCD property, then it also satisfies the GCD property.

Proof. For every independent set I C F, we have that
m(I) =ged{m(B) | B basisand I C B }.
Then, for a generic subset A C F,

m(A) = ged{m(B) | B basis and |BNA|=rk(A4)}
= ged { ged {m(B) | B basisand BNA=1}|1C A and
[I| = rk(I) = rk(4)}
(*:)gcd{gcd{m(B) | B basisand I C B} |I C A and
[I| = rk(I) =rk(4)}
=ged{m(I)| I C Aand |I| =rk(I) =1k(4)}.

The equality (%) follows by |I| = k() =1rk(A) >rk(BNA)=|BNAl. O
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Lemma 1.5.3. Let M be an arithmetic matroid. If M satisfies the strong
GCD property, then its dual M* also satisfies the strong GCD property.

Proof. For every subset A C E, we have
m*(A°) = m(A) = gcd {m(B) | B basis of M and |BN A| =rk(A)}
(;)gcd{m*(BC) | B€ is a basis of M* and |B°N A°| = rk*(A4°) }.
The equality (*) follows by |[B°NA¢| = [(BUA)| = |E|—(|B|+|A|—|BNA|) =
|A¢| — |B| + |BN A| = |A¢| — 1k(F) + rk(A) = rk*(A°). O

Theorem 1.5.4. Let M be an arithmetic matroid. Then M satisfies the
strong GCD property if and only if both M and M* satisfy the GCD property.

Proof. If M satisfies the strong GCD property, then the same is true for M*
by Lemma [1.5.3] and therefore both M and M* satisfy the GCD property by

Lemma [1.5.2
Conversely, suppose that M and M* both satisfy the GCD property. By
the GCD property of M, for every A C F, we have

m(A) =ged{m(I) | I C Aand |I|=1k(]) =1k(A)}. (1.5)
By the GCD property for M*, for every independent set I C E we have
m(I) =m*(I°) = gcd {m*(B°) | B¢ C I¢ and |B¢| =1k*(B°) =1k*(1°) }
=ged{m(B) | I C B and |B¢| =rk*(B¢) =rk*(I°) }.
The condition |B¢| = rk*(B¢) = rk*(I¢) can be rewritten as |B¢| = |B¢| —
tk(E) 4+ rk(B) = |I¢| — rk(E) +rk(I). The first equality implies that rk(B) =

rk(E). By the second equality, we obtain |B¢| = |I¢|—rk(E)+|I| = |E|-rk(E),
thus |B| = rk(E). Altogether, B is a basis. Then

m(I) =ged{m(B)| I C B and B is a basis }. (1.6)

In particular, if I C A C E and |I| = rk(I) = rk(A), then rk(I) < rk(B N
A) < rk(A) and therefore |[BN A| = rk(B N A) = rk(A). Putting together
Equations (1.5 and (|1.6)), we finally obtain

m(A) = ged{m(B) | B basis and |[BNA| =1k(A4) }.
This proves the strong GCD property for M. O

Corollary 1.5.5. Let M be a surjective, torsion-free, and representable arith-
metic matroid. Then M satisfies the strong GCD property.

Proof. By [DM13, Remark 3.1], a torsion-free representable arithmetic ma-
troid has the GCD property. In particular, this applies to M. Since M is
surjective and representable, its dual M* = (FE,rk*,m*) is torsion-free and
representable, and thus it also satisfies the GCD property. By Theorem
we deduce that M satisfies the strong GCD property. O
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A4

Figure 1.1: An arrangement of hypersurfaces in the compact torus.

As a final remark, notice that the strong GCD property is not preserved
under deletion or contraction.

We show an example of orientable arithmetic matroid that is not repre-
sentable.

Example 1.5.6. Let ([3],rk,m) be the orientable arithmetic matroid associ-
ated with the matrix (§ ! 2). Let m/ be the multiplicity function defined by
m/([3]) = 1 and m/(A) = m(A) for all A C [3]. The triple ([3],rk,m’) is a
non-representable arithmetic matroid, since the multiplicity function does not
have the GCD property. This matroid is orientable, indeed any orientation
x of ([3],rk,m) is an orientation of ([3],rk, m’). Figure represents an ar-
rangement of hypersurfaces of 72, the compact two dimensional torus, whose
pattern of intersections coincides with the arithmetic matroid ([3],rk, m’) for
n=3.

1.6 Existence of a representation

Proposition 1.6.1. Let (E,rk,m) be an orientable arithmetic matroid. Then
the underlying matroid (E,rk) is representable over Q.

Proof. We choose an orientation x of the arithmetic matroid (E,rk,m) and
a basis By = (b1,...,b,) of the matroid. For each e € E, consider in Q" the
vector

def
Ve = (Xm(bl, ey bz‘_l, €, bi—i—ly ceey br))lgigr-

We choose a total order on E = [n] such that By = [r]. Let N be the
matrix that represent the vectors v;, for i = 1,...,n, in the canonical basis of
Q". We claim that, for each A C [n] of cardinality r, the functions det N[A]
and ym(Bgy)"~'xm(A) coincide. The claimed equality holds if A = By. If
A={1,...;i—1,i+1,...,r,j}, then

oixm(l,oooi—1,5,94+1,...,7)

det N{A] = (-1) xm([r]) el (17)
N me(Bo)r = xm(Bo)"~'xm(4)
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The GP-function ym(Bo)"~*xm(-) and det N[-] coincide on BG<y, thus
by Lemma xm(Bo) ~txm(B) = det N[B] for all B C E, |B| = r. The
matroid defined by N is (E,rk) since they have the same set of basis. O

Theorem 1.6.2. Let (E,rk,m) be an orientable arithmetic matroid with the
strong GCD property. Then (E,rk,m) is representable.

Proof. Consider a orientation of (E,rk, m), the vectors v, € Q" for e € F
defined in the proof of Proposition and let A the lattice generated by
{ve}ecr. Let G be a finite abelian group of cardinality m(0)) = m(FE). We
claim that the elements (ve,0) in A x G are a representation of the arithmetic
matroid (E, 1k, m).

Let (E,1k’, m’) be the arithmetic matroid described by the elements (v, 0)
in A x G. Let I'g be the lattice generated by v, for e € B. By eq. we
have rk’ = rk and |det N[B]| = m(Bg)"~'m(B) for all basis B. Therefore,

[Z" : A] = ged { |det N[B]| | B basis of E} = m(By)" " 'm(E)

and

7" :T'g] m(Bo)" " 'm(B)

"(B) = [7 =m(FE =m(B).

m(B) = Gl 7 - = m(B) e =m(B)

The multiplicity functions m and m’ coincides on all basis of the matroid
(E,1k), hence by the strong GCD property m = m/. O

1.7 Uniqueness of representations
We consider the representation up to an equivalence relation.

Definition 1.7.1. Two representations (he)ecp C H and (hl)eer C H' of
the same arithmetic matroid are equivalent if there exist a isomorphisms of
groups f: H — H' such that f(h.) = +h. for all e € E.

In general an arithmetic matroid has a lot of non-equivalent representa-
tions.

Example 1.7.2. Fix m € N, and consider the arithmetic matroid on the
empty set E =0, rk()) = 0 and m(0) = m. All the representations are of the
form ZF x H where H is finite abelian groups with |H| = m. Moreover, two
representations H and H' are equivalent if and only if k = k' and H = H'.

Example 1.7.3. Fix m € N and, for all a € Z relative prime with m,
consider the pair of vectors (((1)), (%)) of Z?. These are representations of

an arithmetic matroid over £ = {1,2} with m(FE) = m, two of them are
equivalent if and only if a = +a’ mod m.

Cohomology and Combinatorics of Toric Arrangements 25



CHAPTER 1. ARITHMETIC MATROIDS

Consider an arithmetic matroid (£, 1k, m) and choose a orientation x of
the arithmetic matroid. Recall from Definition the definition of a signed
circuit. For each circuit C of (E,rk) define the vector

ve =Y c(x)m(C\{z})e, € Q¥

zeC

depending on Y, where e, is the canonical basis of QF. Let V, be the subspace
of QF generated by the ve for all circuit C.

Let H be an essential representation of (E,rk, m), we choose a basis of B
of Hy = H ®7 Q and define x(x1,...,z,) = sgn(det Mg(hy,, ..., hy,)) where
Mp(hgy ..., hye,) is the matrix that represents the vectors hy, ® 1 in the basis
B. By an abuse of notation we denote h,, ® 1 with h,, € Hg.

Lemma 1.7.4. Let H be an essential representation and V, as above. We
have the following exact sequence

0—Vy—=QF - Hyg—0
where the surjective map is defined by e, — hy.

Proof. Since H is essential, then Hg has dimension r = rk(£) and h;, for
i € E, generate Hg as vector space. For each circuit C' = (zo,...,zs) the
vector space W¢o C Hg generated by {hs, },_, , has dimension s. The

function w: I/VSJrl — We defined by
(wo, ..., ws »—>Z Yo det(w, . . ., Wi, . . ., W)W

is multilinear and alternating, thus is identically zero. For (wy,...,ws) =
(hags - - he,) we obtain Y7 o c(x;)m(C \ {x; })hy, = 0. Therefore, V, is
contained in ker(Q¥ — Hg).

Let >, cpazez an element of ker(Q™ — Hg). We prove by induction on
Hz € E|a, #0}| that ), paze; € Vy. Since ) pazh, = 0, we have that
{z | az # 0}| contains a circuit C' = (xo, ..., xs). The element

S

;Eaxex— (CJC'O\{:L' })Z c(zi)m(C\ { z; })es,

belongs to V, by inductive hypothesis and so ) ;. aze, € Vy. We have proven
that ker(Q" — Hg) is contained in V. O

The following corollary is an immediate consequence of Lemma

Corollary 1.7.5. Let H be a representation of an arithmetic matroid. Then
all linear relations in Hg between the vectors { he } .y are combination of the

following ones
S eliym(C\ {i Phi =

iceC
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Lemma 1.7.6. Let H and H' two essential representation of the same arith-
metic matroid, then there exist a linear isomorphism ¢q: Hg — Hg such that
og(he) = £h., for alle € E.

Proof. Let x and X’ be the two orientation of (F,rk,m) given by H and H'.
By Theorem there exists A C E such that x is the reorientation of y’
by A. Define the representation H”, equivalent to H’, given by H” = H’,
Rl = —h! for a € A and hll = hl, for e € E'\ A. We prove that the assignment
he + hy for all e € E defines an isomorphism ¢q: Hg — Hg = Hg. This
follows from the diagram

Vx

Q" Hg
\ l&o@
"
Hy
since x = x”, both Hg and Hg are the cokernel of V — Q". From the

above diagram also follows that e, — h, and e, — hY, thus by commutativity
hy — R for all z € E. O

Recall that an arithmetic matroid (E,rk,m) is torsion-free if m(0)) = 1
and surjective if m(EF) = 1.

Theorem 1.7.7. A representable, surjective, torsion-free arithmetic matroid
has a unique representation up to equivalence.

Proof. Let H and H' be two essential representation of (E,rk,m), we show
that H and H' are equivalent. We apply Lemma and obtain ¢pg: Hgp —
Hyg, such that ¢g(he) = £he. Since m(0) = 1 then H — Hg and H' — Hy,.
Thus is well defined the restricted map ¢ = g :I'e — I'z. Since m(E) = 1,
we have H =T'g and H' =T, O

Corollary 1.7.8. Let (E,rk,m,x) be a representable, torsion-free, oriented
arithmetic matroid. Let { he},.p C H be an essential representation. Then
the linear relations among these vectors { he } . are uniquely determined by
the oriented arithmetic matroid. O

Example 1.7.9. Let ({1,2,3},rk) be the matroid of three distinct lines in
the real plane. The function m defined by:

m(0) =1

m(e) =1 fore=1,2,3
m(1,2) = 10

m(1,3) = 15

m(2,3) = 25

m(1,2,3) = 5
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defines an arithmetic matroid ([3],rk,m). This arithmetic matroid is repre-
sentable, indeed a possible representation is given by the matrix ( *12 *2%2 *2‘53 )

We choose a basis of the matroid, e.g. B = {1,2} and we consider the
matrix A € M(2,1; Q) representing the coordinates in the basis B of the third

vector (_2%3 ) The absolute value of the entries of A is easy to determine:

m(2,3) 5

lai1] = =
m(1,2) 2

gy = 03) 3
Qa = = -
27 m@,2) 2

The associated matrix C is then (}), and the associated bipartite graph is:

T 9
C1

This graph has a unique maximal tree, that we call A, hence the normal form

5
of the matrix A (in normal form) is ( 3 ). A representation of the arithmetic

M

matroid in normal form is given by (_21 3‘? 3%3) which is obtained from the
one we had before by changing the sign of the first column.

1.8 Reduction of quasi-arithmetic matroids

In this section we introduce a new operation on quasi-arithmetic matroids,
which we call reduction. We will use this construction in the algorithm that
computes the representations of a torsion-free arithmetic matroid.

Definition 1.8.1 (Reduction). Let M = (E,rk,m) be a quasi-arithmetic
matroid. Its reduction is the quasi-arithmetic matroid M = (E,rk,m) on the
same groundset, with the same rank function, and with multiplicity function
m is given by

m(X) = ged{m(B) | B is a basis, and rk(X) =|XNB|}
B ged {m(B) | B is a basis } '
Given a matroid M = (E,rk) and two subsets X,Y C E, define

Bix,y) = {(B1, B2) | B1 and By are bases of M, 1k(X) = [X N By,
and rk(Y) = |Y N Ba|}.
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Lemma 1.8.2. Let M = (E,rk) be a matroid, let (X,F,T) be a molecule
and set Y = X UT UF as in Definition |1.1.5. Then there is a bijection

¢: Bixyy = Bixur, xur) given by
¢(B1,B2) = ((B1\ X) U(B2N (X UT)), (B2\ (X UT)) U (B1NX)).

Proof. Notice that F' C Bs, because k(YY) = rk(Y N By) = rk(X) + |Bs N F|
(the first equality is by definition of B(xy), and the second equality is by
definition of molecule).

We want to prove that Bs = (By \ X) U (B2 N (X UT)) is a basis. The
set By \ X is independent, and its rank (or cardinality) is equal to |By| —
|X N Bi| = rk(£) — 1k(X) by definition of B(xy). The set Bo N (X UT)
is also independent, and (since F' C Bs) its rank (or cardinality) is equal to
|BoNY | —|F| =1k(X)+|F|—|F| = rk(X). Therefore | B3| < rk(E). Applying
property (2) of the rank function to the pair (Bs, X UT), we obtain

rk(Bs) + k(X UT) > rk(BsUX UT) +1k(BsN (X UT)).

Notice that rk(X UT) = rk(X) (by definition of molecule), B; C BsU X UT,
and BoN (X UT)C BsgN(XUT). Then

rk(Bs) + 1k(X) > tk(By) + tk(Bs N (X UT)) = tk(E) + rk(X).

Therefore rk(Bs) > rk(E), and B3 is a basis.
We want now to check that |[BsN(XUT')| = rk(XUT). We have BiNT = 0,
because

tk(X)+|TNBi|=|XNB|+|TNBi|=[(XNBy)U (TN By
=|(XUT)NB;|=rk((XUT)N By)
<rk(XUT)=rk(X).

Thus B3N (X UT) = BoN (X UT), and this set has cardinality rk(X) =
rk(X U T).

Similarly, B4 = (B2 \ (X UT))U (B1NX) is a basis, and B4N(X U F)| =
rk(X U F'). Therefore the map ¢ is well-defined.

The map 1/)2 B(XI_IT,XLIF) — B(X,Y) defined by

(B3, Bs) = ((B3\ (X UT))U(BsN X), (B4 \ X)U (B3N (X UT)))
can be verified to be the inverse of ¢. Therefore ¢ is a bijection. O

Lemma 1.8.3. Let M = (E,rk,m) be a quasi-arithmetic matroid, consider
a molecule (X, F,T) and set Y = X UT U F as in Definition . If
¢: Bxyy — Bixur, xur) is the bijection of Lemma and (Bs, By) =
©(Bi1, B2), then

m(Bl) m(BQ) = m(Bg) m(B4)
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Proof. Consider the following four molecules:

(BinX, (B2N(XUT))UBy);
(BoN (X UT), (ByNX)U By);
(BoN(XUT), (BoN(XUT))U By);
(B1NX, (BiNX)U By).

Applying axiom (A2) to these molecules, we get the following relations (we
use the fact that By N T = (), shown in the proof of Lemma [1.8.2):

m(By N X)m((Ba N (X UT))U By) = m((By UBy) N (X UT)) m(By); .

m(Ba N (X UT))m((By N X)U By) = m((By UBy) N (X UT)) m(By); (1'9)
m(Ba N (X UT))m((ByN (X UT)) U By) =m((ByUBy) N (X UT)) m(l(Bi,()))
m(By N X)m((By N X) U By) =m((ByUBy) N (X UT)) m(By). 21:11;
Let k = m((By U By) N (X UT)). Multiplying the previous equations in

pairs, we obtain k?m(B;1)m(Bz) = k?m(Bs) m(By), hence m(B1) m(Bs) =

Theorem 1.8.4. The reduction M of a quasi-arithmetic matroid (E,tk,m)
is a torsion-free surjective quasi-arithmetic matroid, and satisfies the strong
GCD property.

Proof. Let d = ged{m(B) | B is a basis }. We start by checking axiom (A1)
of Definition [[.1.6l Consider a subset X C E and an element e € E.

o If rk(X U {e}) = rk(X), then a basis B such that rk(X) = rk(X N B)
also satisfies rk(X U{e}) = rk((X U{e}) N B). Therefore d-m(X U{e}) |
d-m(X).

e Similarly, if rk(X U {e}) = rk(X) + 1, then a basis B such that rk(X U
{e}) = rk((X U {e}) N B) also satisfies rk(X) = rk(X N B). Therefore
d-m(X)|d-m(X U{e}).

We now check axiom (A2). Let (X,Y’) be a molecule, with Y = X UTUF
as in Definition By definition of 77, we have that

*m(X)m(Y) = ged { m(B1) m(B2) | (B1, B2) € Bixy) }-
Similarly,

d*m(X UT)m(X U F) = ged { m(Bs) m(By) | (Bs, Bs) € B(xur, xur) } -
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By Lemmasand we obtain d?m(X)m(Y) = 2 m(XUT) m(XUF),
hence m(X)m(Y) =m(X UT)m(X UF).

Therefore M is a quasi-arithmetic matroid. By definition of m, we also
have that m() = m(E) = 1, i.e. M is torsion-free and surjective. It is also
immediate to check that M satisfies the strong GCD property. O

It is not true in general that the reduction of an arithmetic matroid is an
arithmetic matroid. We see this in the following example.

Example 1.8.5. Let M = (E,rk) be the uniform matroid of rank 2 on the
groundset £ = {1,2,...,6}. Consider the multiplicity function m:P(E) —
N, defined as

m(0) =1,

m({1}) =m({2}) =2,

m({j}) =1 if j > 2,

m({X}) = if X N{3,...,61>2,
m({i,j}) =2 ifi=1,2andj> 2,
m({1,2}) = 4,

m({17273}) =1,

m({1,2,j}) = 2 if j > 3.

Then M = (E,rk,m) is an arithmetic matroid (this can be checked using
the software library [PP19a]). We have that m(X) = m(X) for every X C F,
except that m(1,2,3) = 2. The quasi-matroid M = (E,rk,m) does not satisfy
axiom (P) for the molecule ({1, 2}, E).

However, the reduction of a representable arithmetic matroid turns out to
be a representable arithmetic matroid.

Theorem 1.8.6. If M = (E,rk,m) is a representable arithmetic matroid,
then its reduction M is also a representable arithmetic matroid.

Proof. Let (ve)ecr € G be a representation of M. Denote by K the quotient
of G by its torsion subgroup 7. Let G be the sublattice of K generated by
{Ue | e € E'}, where v, is the class of v, in K. We are going to show that
(Te)ecr C G is a representation of M.

Let M' = (E,rk,m) be the arithmetic matroid associated with the rep-
resentation (¢)cer € G. By construction, M’ is representable, torsion-free
(because G is torsion-free), and surjective (because the vectors ¥, generate
G). Therefore, by Corollary m it satisfies the strong GCD property. As a
consequence,

ged {m/(B) | B basis } = m(E) = 1.
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Let B be a basis of M. Since B is independent, we have that T'N{(vp)pep =
{0}. Then,

=171 [ e = 171 X ] ’G/ (o)

m(B) = ’G/@b) beB’ -

beB’ beB

= |7 |Kg] - m'(B).
If B varies among all bases of M, taking the gcd of both sides we get
ged{m(B) | B basis } = |T| - ‘K/é‘ .
Therefore

oy m(B) _
m(B) = ged {m(B) | B basis}

m(B).

Since both M’ and M satisfy the strong GCD property, m/(X) = m(X) for
every subset X C E. This means that M = M’ is representable. O

Finally, notice that the reduction does not commute with deletion and
contraction. However, it commutes with taking the dual.

1.9 Classification of representations

The aim of this section is to classify all representations up to equivalence of a
representable torsion-free arithmetic matroid (typically non-surjective).

Let (E,rk, m) be a realizable torsion-free arithmetic matroid and (E, rk, m)
be its reduction. The triple (E,rk,7) is a representable arithmetic matroid
by Theorem and let { he },.p in I be a representation of (E,rk,m). By
Theorem this representation is unique.

Each representation { A, },. in A of (E,1k, m) induces the representation
{h.}eep in Tp C A of (E,1k,m). By uniqueness we identify I'y with I' and
h;, with sche for some s, € {1,—1}. The representation {sch, }..p in A
is equivalent to {h{ }..p in A and it identifies the elements s.h, with the
given one h.. Therefore, each representation of (F,rk, m) is determined, up
to equivalence, by a suitable extension of lattices I' D A.

Let f:A — A’ be an equivalence of representation, it restricts to a map
f:T' = I'. Is not true that f(he) = he, as shown in the following example.

Example 1.9.1. For a, m coprime integers consider, as in Example the
arithmetic matroid ([2], 1k, m), where rk(A) = |A4|, m([2]) = m and m(A4) =1
for all A C E. The representation described by the matrix (§ ¢ ) is equivalent
to the one described by the matrix ((1) ;na) However, since the associated
matroid ([2],rk,m) has no circuits, the two orientations are the same. The
morphism f:Z* — Z? defined by (' }) sends hy — —h) and hy — hj.
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Lemma 1.9.2. Let f: A — A’ be an equivalence of representation as above.
Ifi,j € E are contained in a circuit, then there exists s € {1,—1} such that
f(hi) = sh} and f(h;) = sh.

Proof. There exists I C E such that I L {i} and I U {j} are basis of the
matroid. Let s;,s; € {1,—1} such that f(h;) = s;h] and f(h;) = s;h} and
B be a basis of A ®7 Q. Notice that f(B) is a basis of A’ ®z Q and therefore
Mp({ha ® 1},e4) = My ({ f(ha) ®1},c4) for any A € E". We have

x(TULi)x(TU{i}) =sisix(TU{i p)x(TU{j}),

hence s; = s; as claimed. O

Definition 1.9.3. Let (E,rk) be a matroid, we define S = S(E,rk) as the
subgroup of Z% of elements s such that s(i) = s(j) if there exists a circuit
containing both ¢ and j.

We regard S as the subgroup of GL(n;Z) of diagonal matrices with entries
equal to 1. The representation { h¢ } .. of (E,rk,m) induces a surjective
morphism p:Z¥ — I'. By Lemma the kernel of p is contained in V,
where x is the orientation induced by {he}.cp. Since, by definition, the
elements s € S preserves kerp, we regard S as a subgroup of Aut(I') =~
GL(r;Z).

Remark 1.9.4. The cardinality of S is equal to the number of irreducible
component of the matroid (E,rk).

Remark 1.9.5. The matroid (E,rk,m) determines the isomorphism class of
the group G = A/T. In fact G is the cokernel of the matrix N(A) whose
columns are the coordinate of . in some basis. Then by the Smith normal
form, its isomorphism class depends only on the greatest common divisor of
the determinants of the minors of N(A). The group G can be presented as
the cokernel of D, where D is the r x r diagonal matrix with entries d; = -=

ej—1’
where e¢; = ged{m(E) | |E| =1 }.

A standard fact from commutative algebra is the correspondence between
the group Ext!(G, F) and the extension of the two Z-modules F' and G:

0->F—->X—->G—0 (1.12)

up to equivalence, i.e. two extensions X and X’ are equivalent if there exists
the following commutative diagram:

0 F y X G > 0
0 F y X! G > 0
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Moreover every subgroup of Aut(G) or of Aut(F)°P acts on Ext'(G;F) by
functoriality.
We are interested mainly in the case of the extension

0—-T—-A—-G—=0

that corresponds to an element x € Extl(G, I'). We will show that an equiv-
alent representation I will give another element z’ that differs form z by
the action of S x Aut(G). Moreover, we will characterize all elements in
Ext!(G,T)/(S x Aut(G)) that arise from representations of (E,rk,m). Now
we want to characterize the cardinality of the torsion subgroup |Tor X| for
X as in Equation . Suppose that F' is free, then the torsion subgroup
Tor X is isomorphic to its image in G.

Lemma 1.9.6. Let F be a free Z-module. Then the contravariant functor
Ext!(-, F) from finite abelian groups to Z-modules is an exact functor.

Proof. A short exact sequence of finite abelian groups 0 — H el K=o
produces a short exact sequence

0 — Ext!(K, F) 25 Ext'(G, F) 2 Ext'(H, F) — 0

since Hom(H, F) = 0 and Ext*(K,F) = 0 for all free Z-module F and all
finite group H. O

Lemma 1.9.7. Let F be a free Z-module, G a finite abelian group and x an
element of Ext*(G, F). Then:

1. There exists a unique subgroup H — G, maximal among all subgroups
H' such that i}, (x) = 0.

2. There exists a unique quotient G — K, minimal among all quotients K’
such that x € Im p7,,.

Moreover, such groups form an exact sequence 0 - H — G — K — 0.

Proof. Suppose that, for two subgroups H and H’ of G, ij;(x) = 0 and
i, () = 0. There is a surjection H x H' - HH' < G that gives an inclusion
Ext'(HH',F) < Ext'(H, F) x Ext'(H', F). The element i%,,(z) maps to
(0,0) so it must be zero (i%(x) = 0 in Ext'(HH', F)). The arbitrariness of
H and H’ gives the first result.

The second point follows from the first making use of the following fact:
for every exact sequence 0 - H' — G — K’ — 0 the element ¢}, () is zero if
and only if x € Im py,,. O
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We make the following construction: for A C FE, define 'y to be the
subgroup of I' generated by { he }..4 and Radr(I'4) its radical in the lattice
I'. Let F4 be the quotient of I" by Radr(I'4) and notice that F4 is a free Z-
module. The exact sequence 0 — Radp(I'y) — I' — F4 — 0 of free modules
gives, for any finite abelian group G the exact sequence:

0 — Ext}(G,Radp(T'4)) — Ext (G, I") = Ext! (G, F4) — 0. (1.13)

Definition 1.9.8. Consider z € Ext'(G,T) and call Ha(z) the maximal
subgroup H of G given by Lemmal[1.9.7 for the elements 74 () € Ext!(G, Fa).
An element 2 € Ext!(G,T) is said coherent with (E,rk,m) if for all A C F
we have m(A)|Ha(x)] = m(A). Call C the subset of Ext'(G,T) made by all
coherent elements quotient by the action of S x Aut(G).

Theorem 1.9.9. Let (E,rk, m) be a representable torsion-free arithmetic ma-
troid. The set C parametrizes all the representation up to equivalence.

Proof. Let [z] € C be a element such that x is coherent with (F,rk, m); x gives
an extension 0 - I' - A, - G — 0. If S C FE then there is a commutative
diagram:

0 r A, G 0
0 Fy AVRadF r,—G—0

Call A4 the quotient A,/ RadrI'4; we will show that the group Ha(x) is
the torsion subgroup of A4. The exact sequence 0 — F4 — Ay — G — 0
is represented by the element ma(z) (see eq. (L.13)). Therefore for all G’
subgroup of G, ig(wa(x)) is zero if and only if the upper short exact sequence
of the following diagram splits.

0 Fy X G’ 0
L
0 F”A Ay G 0

The upper short exact sequence splits if and only if X is included in the
subgroup F4 x Tor Ay of A 4. Indeed, if the upper sequence splits then Fgq x
G' ~ X C A4 and G’ is a torsion group, hence included in Tor A 4. Viceversa,
if X C F4 x Tor A 4 then the projection onto the first factor gives a retraction
of Fy — X and so the sequence splits.

Hence, the maximal subgroup H 4(x) is isomorphic to the torsion subgroup
of A4, that is, Rady, I'y/ Radr I'4. The obvious equality:

Rada T oy |- R0 T | = [RadnTag, (1.14)
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implies the equality |Ha(z)|m(A) = my(A), where m, is the multiplicity
induced by the inclusion I' < A,. Since x is a coherent element, we obtain
the equality m, = m. A different choice of x, say fxs, gives an equivalent
representation since the five lemma applied to the following diagram

0 > I > Ay G > 0
Lol )
0 > T Af:]cs G > 0

proves that 1: Ay — Ay, is an isomorphism. Moreover, for each e € E we
have that ¥ (he) = s(e)he, thus the two representations are equivalent.

The surjectivity of the correspondence follows by taking a representation
A of (E,rk,m). Indeed, the inclusion I' = ' — A has cokernel isomorphic to
G by Remark Thus A is represented by a element x(A) of Ext!(G,T).
This element is coherent by eq. .

Let z,y € Ext!(G, F) be two coherent element and suppose that A, and
Ay are equivalent. Then by Lemma we can find s’ € S such that the
equivalence ¢': A,y — A, induces the identity map on I'. So, ¢’ induces
an automorphism f’ of G and therefore the extensions Af,y and A, are
equivalent and then y = f’zs’. This completes the proof. O

Corollary 1.9.10. For any centred toric arrangement, the data of the arith-
metic matroid (E,rk, m) together with [z] € C are a complete invariant system
for the arrangement up to automorphisms of the torus. ]

Example 1.9.11. We continue Example of the arithmetic matroid
([3],rk,m). The group G is isomorphic to Zs. The multiplicity function 7 is
defined by:

m(0) =1

m(e) =1 fore=1,2,3
m(1,2) = 2

m(1,3) = 3

m(2,3) =5

m(1,2,3) = 1

The unique representation of ([3],1k,m) is described by I' = Z? and by the

elements:
1 1 4
(b ho hg):<0 . 3>.

The relation 5h; 4 3hs —2h3 = 0 holds and the group Ext!(G,T') is isomorphic
to Z2. We look for the elements z € Ext!(G,T") which are coherent with the

36 Roberto Pagaria



1.9. CLASSIFICATION OF REPRESENTATIONS

arithmetic matroid. Notice that the subgroups of G are only 0 and G (this is
not true in general) and imposing the coherence conditions for x yields:

|Hy(z)| = m®) _ 1< Hy(z) =0« 2 #0 ¢ Ext'(G,T)
my () ‘
‘Hl(.%')‘ = m(z) =1 Hz(.ili) =0« m(x) 75 0
my(7)

The last implication holds for ¢ = 1,2,3. By choosing the basis vi,vo of T',
we identify x € Ext!(G,T') ~ Z2 with pairs (a,b) such that a,b € Zs. By
standard commutative algebra A, = coker((a,b,5):Z — T ® Z).

The conditions become, respectively:

mi(x) =b#0 ma(x) =2a —b#0 m3(x) =3a —4b # 0

For the remaining subsets A C [3], which are all of rank two, we have that
RadrT'4 coincides with the whole lattice I'. In particular m4(z) = 0 and
H(z) = G, therefore these coherence conditions are always satisfied.

The group S ~ Zs acts by changing sign of a and b and the group Aut(G) ~
Z¢ acts by multiplication. Summing all up, the coherent elements are

c= @b [b2—br0)

notice that the conditions 2a — b # 0 and 3a — 4b # 0 are equivalent and the
set C coincides with {a € Zs | a # 3} (take a representative with b = 1).

We are going to built a representation of the arithmetic matroid for each
element of C, such that any two of them are non-isomorphic. The group A,
is identified with the lattice in Q2 generated by eq, e, w = %(ael + e2) (recall
that © = (a,1)). A basis for A, is given by {e;,w } and the three elements

h1, he, hs have the following coordinates:

1 1-2a 4-3a
C“_(o 10 15 >

These are all the representations of the initial arithmetic matroid, up to equiv-
alence.
Indeed, the initial representation is equivalent to Cf:

-2 =32 43\ [ 2 -3 1 -1 1 _11

1 21 29 -1 2 0 10 15 1
Example 1.9.12. We continue with Example of the arithmetic matroid
([2], 1k, m). Let e1,ea € Z* =T be the unique representation of the arithmetic

matroid ([2],rk, 7). All representations of (F,rk, m) are parametrize by the
coherent elements in Ext!(Z,,,T') ~ Z2,. We denote its elements by pairs
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(a,b) and they are coherent if and only if ged(a,m) = ged(b,m) = 1. The
group S is isomorphic to Z% and acts on Extl(Zm, I') by changing the sign of

the corresponding coordinates.
Therefore, the set C is { (a,b) | ged(a,m) = ged(b,m) = 1} /Z2 x Z, and
it can be identify with

¢={ael, ]| ged(am) =1},

by taking the representative with b = 1. The representations are given by the
classes e, ep in A, = coker((a,1,m):Z — I x Z), i.e. by the matrices

1 a
(0.
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Chapter 2

Cohomology

Sections and are revised version of the corresponding section of
[PagI9b], the rest of this Chapter is the article [CDD™ 18], a joint work with
Callegaro, D’Adderio, Delucchi and Migliorini.

2.1 Introduction

The topology of the complement of an arrangement of hyperplanes in a com-
plex vector space is a classical subject, whose study received considerable
momentum form early work of Arnold and Brieskorn (e.g., [Arn69 Bri73])
motivated by applications to the theory of braid groups and of configuration
spaces. A distinguishing trait of this research field is the deep interplay be-
tween the topological and geometric data and the arrangement’s combinatorial
data, here usually understood to be the arrangement’s matroid, a combina-
torial abstraction of the linear dependencies among the hyperplanes’ defining
forms. A milestone in this direction is the presentation of the complement’s
integral cohomology algebra given by Orlik and Solomon [OS80], building on
work of Arnold and Brieskorn. As we will explain below, this presentation is
fully determined by the combinatorial (matroid) data and thus such an algebra
can be associated with any matroid. Over the years, Orlik-Solomon algebras
of general matroids have attracted interest in their own right [YuzO1].

In the wake of De Concini, Procesi and Vergne’s work on the connection
between partition functions and splines [DPV10] came a renewed interest in
the study of complements of arrangements of subtori in the complex torus
— a class of spaces which had already been considered by Looijenga in the
context of moduli spaces [Lo093]. Following [DP05] we call such objects toric
arrangements. Below we will briefly outline the state of the art on the topology
of toric arrangements. This research direction was spurred particularly by the
seminal work of De Concini and Procesi [DP05] which foreshadowed as rich
an interplay between topology and combinatorics as is the case for hyperplane
arrangements.
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A crucial aspect that emerged in [DP05] and was confirmed by subsequent
research in the topology of toric arrangements is that the matroid data nat-
urally associated with every toric arrangement is not fine enough to encode
meaningful geometric and topological invariants of the arrangement’s comple-
ment. The quest for a suitable enrichment of matroid theory has been pursued
from different points of view, i.e., by modeling the algebraic-arithmetic struc-
ture of the set of characters defining the arrangement [DM13, BM14| [FM16]
or by studying the properties of the pattern of intersections [DR18].

In this chapter we provide an Orlik-Solomon type presentation for the
cohomology algebra of an arbitrary toric arrangement, generalizing De Concini
and Procesi’s work on the unimodular case. Our presentation with rational
coefficients is fully determined by the intersection pattern. This presentation
holds also for the integral cohomology algebra, but, in this case, it is not
determined by the intersection pattern. In order to be able to state our results
we provide some background.

Arrangements of hyperplanes and Orlik-Solomon Algebras

A (central) hyperplane arrangement is a finite set A = {H)} ep of codimen-
sion one linear subspaces in a complex vector space V' ~ C™. The space
M(A) := V \ UA is in a natural way an affine complex variety, hence its
cohomology (over C) is computed by the algebraic de Rham complex, as the
quotient of the group of closed algebraic forms modulo that of exact algebraic
ones (by Grothendieck’s algebraic de Rham theorem [Gro66]).

We choose vectors {ay}rep C V* such that Hy = keray and consider the
free exterior algebra A 4 over Z generated by the symbols {e)}rep. In Ay we
define an ideal as follows: for every subset A := {ay,,---,ax, } C {ax} cp
of linearly dependent vectors, we set

,
dey = Z(—l)i_le,\1 R VR (2.1)
i=1
and let J4 be the ideal generated by the de4’s, where A runs over all linearly
dependent subsets of F.

The quotient algebra A4/J4 is called the Orlik-Solomon algebra of the
arrangement. The theorem of Orlik and Solomon states that the map A4 —
H* (M(A),Z) sending ey to the differential form % dlog a) factors to an al-
gebra isomorphism N

My = H(M(A), Z).
Two consequences of this fact are:
1. H*(M(A),Z) is generated in degree one;

2. the integral ring structure depends only on the structure of the family
of linearly dependent subsets of { a) }\cp-
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Definition 2.1.1. Recall the fixed total ordering of E. A broken circuit of
E is any subset of the form C'\ {minC } where C' is a circuit, i.e. a minimal
dependent set.

A no-broken-circuit set (or nbc-set) is any subset of E that does not contain
any broken circuit. The collection of all nbc sets is denoted nbc(.A) (or nbe(M)
if we want to stress the dependency from the matroid).

Remark 2.1.2. Every nbc-set is necessarily independent.

Theorem 2.1.3 (Orlik-Solomon [OS80]). Let A be a central hyperplane ar-
rangement, there is a an isomorphism:

Mgy S HY(M(A); Z)

Moreover a basis of Ag/Jg as Z-module is given by the elements eg :=
[I\cgex where S is a no broken circuit.

As we have explained more precisely in Section the combinatorial
data of the family of linearly dependent subsets of E is encoded in the ar-
rangement’s matroid. Thus, item (2) above can be rephrased by saying that
the integral ring structure depends only on the matroid or equivalently, using
a basic fact in matroid theory, that it depends only on the partially ordered
set

S(A):={NB|BC A} (2.2)

of all intersections of hyperplanes, ordered by reverse inclusion [OT92l 2.1].

The construction of Ag/Jg can be formally carried out for every abstract
matroid, hence with every matroid is associated an Orlik-Solomon algebra,
and this class of algebras enjoys a rich structure theory (see [Yuz0l] for a
survey). For instance, the matroid’s Whitney numbers of the first kind count
the dimensions of the algebra’s graded pieces (hence, in the case of arrange-
ments, the Betti numbers of the complement), and generating functions for
these numbers can be obtained from classical polynomial invariants of ma-
troids (e.g. the Tutte polynomial).

Toric arrangements

A toric arrangement is a finite set A of codimension one subtori in a complex
torus T' ~ (C*)™. The topological object of interest is, again, the complement
M(A) :=T\ UA. Each such subtorus can be defined as a coset of the kernel
of some character of 7. The arrangement is called central if every subtorus is
the kernel of a certain character. If we fix one such defining character for every
subtorus in .4 we can consider the matroid of linear dependencies among the
resulting set of characters (e.g., viewed as a family of elements of the vector
space obtained by tensoring the lattice of characters by Q). This matroid does
not depend on the choice of the characters.
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Even to encode basic topological data such as the Betti numbers of the
arrangement’s complement, this “algebraic” matroid data must be refined, for
instance by some “arithmetic” data given by the multiplicity function which
keeps track of the index of sublattices spanned by subsets of the characters.
This approach goes back to Lawrence [Lawll]. An axiomatization of some
crucial properties of this function is the foundation of the theory of arith-
metic matroids [DM13l, BM14]. By [DP05] and via Moci’s arithmetic Tutte
polynomial [Moc12a], the Betti numbers of the complement of a central toric
arrangement can be computed from the associated arithmetic matroid.

Since intersections of subtori can be topologically disconnected, the “ge-
ometric” intersection data of a toric arrangement is customarily taken to be
the poset of layers, i.e., connected components of intersections (see Defini-
tion . The significance of this poset was already pointed out by Za-
slavsky [Zas77]. The paper [DR18] introduces group actions on semimatroids
as an attempt for a unified axiomatization of posets of layers and multiplicity
functions.

The line of research leading to the present work starts with [DP05] where
a general result about the Betti numbers of the complement was obtained
(see Theorem . Combinatorial models for the homotopy type of com-
plements of toric arrangements were studied in [MS11) [dD12], and minimal-
ity of such spaces was proved in [dD15]. Inspired by the seminal paper
[DP95, IMP9§|, De Concini and Gaiffi recently computed the cohomology of
certain compactifications of M(A) [DGI18b, DG18a], see also [Mocl2b] for
related earlier work.

Associated graded of the rational cohomology of M (A) were developed by
Bibby [Bib16a] and Dupont [Dupi6a], and the minimality result of [dD15] im-
plies torsion-freeness of the integral cohomology. Dupont also proved rational
formality of M(A) in [Dupl6b]. Further related work includes results about
representation stability [Bib16b] and local system cohomology [DSY17].

Presentations of the graded rational algebra were discussed in [Bib16a].

The integral cohomology algebra was considered in [CD17] using purely
combinatorial methods, but we point out that the formulas for the multipli-
cation given there contain a mistake (see [CDI19]). Here we take a different
point of view. In particular, we obtain a presentation for the cohomology ring
H*(M(A),C) that can be seen as generalizing the one obtained for hyper-
planes by Orlik-Solomon. In the unimodular case, i.e. when all the intersec-
tions of hypertori are connected, we recover the presentation that had been
obtained in [DP05].

Results

In this chapter we provide Orlik-Solomon type presentations for the integral
cohomology algebra of a general toric arrangement and we study its properties.
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More precisely,

e We present the graded integral cohomology as the second page of the
Leray spectral sequence for the inclusion of the complement in the ambi-
ent torus, see Theoremm This result generalize [Bib16a] and recovers
the one of [CD17] by using different methods.

e We give a more combinatorial presentation of the cohomology algebra
with rational coefficients (Corollary [2.5.4]). This algebra depends only
on the poset of layers, see Remark [2.5.2]

e We generalize De Concini and Procesi’s presentation beyond the uni-
modular case, to all toric arrangements (Theorem. In the general
case this algebra is not necessarily generated in degree one, and every
minimal linear dependency among characters induces a number of rela-
tions equal to the number of connected components of the intersection of
the involved characters (the case where every such dependency induces
one relation is precisely the unimodular one studied by De Concini and
Procesi).

The data needed for the presentation of the rational cohomology is fully
encoded in the poset of layers (Remark. Moreover, T heoremm
shows that the cohomology ring structure cannot be recovered from the
associated arithmetic matroid.

e We prove that the forms we choose as generators of the cohomology
are integral. The relations involved in our presentation hold as relation
of forms, not only of cohomology classes. Thereby we extend Dupont’s
result of rational formality to integral formality, and we obtain an Orlik-
Solomon type presentation for the integral cohomology algebra as well
(Theorem . Moreover, Theorem shows that the integral
cohomology algebra of the complement of a toric arrangement is not
determined by the poset of layers.

e We give combinatorial criteria that determines whether the cohomology
algebra is generated in degree one: see Theorem [2.11.5|for the case of ra-
tional coefficients and Theorem for the case of integer coefficients.
These criteria depend only on the poset of layers, see Remark

Plan

The plan of the chapter is as follows: first, in Section [2.2| we recall a few
definitions related to the topology and combinatorics of toric arrangements,
and we reduce the study of all toric arrangements to the one of primitive
arrangements in a connected torus. We study in Section the Leray spec-
tral sequence of the inclusion of the complement in the ambient torus. The
spectral sequence for the constant sheaf with integer values collapses at the
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second page and converges to a gradation of the cohomology ring of the toric
arrangement. In Section [2.4] we construct a bigraded algebra A(A) isomorphic
to the graded cohomology with integer coefficients. In Section [2.5] we give a
completely combinatorial presentation of an algebra B(.A) isomorphic to the
graded cohomology ring with rational coefficients. In Section we introduce
our choice of logarithmic forms associated with the arrangement’s elements.
Starting from De Concini and Procesi’s work, we deduce some formal identi-
ties associated with minimal dependencies among the arrangement’s defining
characters. The technical tool towards treating the non-unimodular case are
certain coverings of toric arrangements introduced in Section Then, in
Section we put this tool to work and single out a special class of coverings
(which we call “separating covers”). These coverings allow us to define some
fundamental forms accounting for the single contributions in cohomology as-
sociated with different components of the same intersection. In Section [2.9
we prove that these forms generate the cohomology algebra and the relations
generate the whole relation ideal. In Section we extend our results to
integral homology. Finally in Section we give a purely combinatorial
criteria to determine whether the cohomology ring (with rational or integer
coefficients) is generated in degree one.

2.2 Basic definitions and notations

Generalities

Throughout, E will denote a finite set. For indexing purposes, we will fix an
arbitrary total ordering < of F (e.g., by identifying it with a subset of N).
We will also follow these conventions: we will consider every subset of E to
be ordered with the induced ordering. For A, B C E, we will write (A, B) for
the concatenation of the two totally ordered sets, i.e. if A ={a; < -+ <a;}
and B = {b; <--- <by}, then (4,B) = (a1,a2,...,a;,b1,...,by), which is
typically different from A U B.

Definition 2.2.1. Given A, B C F such that AN B = 0, let (A, B) denote
the length of the permutation that takes (A, B) into AU B.

Definition 2.2.2. An element y in an abelian group A is primitive if x ¢ nA
for all integer n > 1.

Notice that the neutral element is never primitive.

Toric arrangements

Let T = (C*)¢x K be a complex torus (where K is a finite abelian group), and
let A = Hom(T',C*) be the group of characters of T'. Consider a list x € AP
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of elements of A ~ H'(T,Z) and a tuple b € (C*)F. The toric arrangement
defined by x and b is

A={H;|ie€ E},

where H; = Xi_l(bi) is the level set of y; at level b;, for all ¢ € E.
The toric arrangement is called central if b = (1,...,1), i.e., if H; is the
kernel of x; for all i € F.

Definition 2.2.3. We define M(A) C T to be the complement of the toric
arrangement A, i.e.
M(A):=T\ | J H.

HeA

Definition 2.2.4. The toric arrangement A is called unimodular if N;c 4 H;
is either connected or empty for all A C F.

Definition 2.2.5. For a given arrangement A in a torus 7" we define the
poset of layers S(A) as the set of all connected components of nonempty
intersections of elements of A ordered by reverse inclusion. The elements of
S(A) are called layers of the arrangement A.

Notice that the torus 7' is an element of S(.A) since it is the intersection
of the empty family of hypertori.

Definition 2.2.6. The toric arrangement A is called essential if the maximal
elements in S(A) are points.

Reduction to connected tori

Since the study of a nice topological space can be reduced to the study of
each connected component, we can assume the torus 1" to be connected in the
following way.

Notice that each connected component is of the type (C*)? x { k } for some
k € K and that the decomposition T = (C*)? x K is canonical. Therefore,
each character y can be written as (x1, x2) € Hom((C*)?, C*) x Hom(K, C*).
Thus the hypertorus H = x~!(b), with b € C*, intersected with the connected
component (C*)" x {k} is the set H(k) = {t; € (C*)? | x1(t1) = bx2(k)~' }.
It is an hypertorus in (C*)% x { k } if x1 # 0, is empty if x1 = 0 and xa(k) # b,
and H(k) = (C*)? x {k} otherwise. Given a toric arrangement A = (y,b) in
(C*)* x K, we consider only the connected component (C*)¢ x { k} such that
all H;(K) are different from the torus (C*)¢ x { k} and, for such k, we define
the arrangement Az = (x,,bx,(k)~"). The complement M(A) = | |, M(A)
is a disjoint union of complement of toric arrangements in connected tori and

we have H*(M(A);Z) = 1], H* (M (Ag); Z).
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Example 2.2.7. Consider the torus C* x (Z3)?, a generic element is (¢, k, h)
for t € C* and k,h € {0,1}. Let A be the arrangement described by the
following two equations

A =G, (DR = -1,

where (5 is a primitive 5th root of unity. The first describing character is
primitive. The sets H2(0,0) and Hs(1,1) are empty, H2(0,1) = C* x {0} x
{1}, and H3(1,0) = C* x {1} x {0}. The arrangement Ay ; consists of
one non-connected hypertorus {t | t72 = (5 } and A; o has one non-connected
hypertorus described by x(t) =t=2 and b = —(5.

Now on we suppose all tori to be connected, hence the character group A
will be a lattice isomorphic to Z.

Remark 2.2.8. Once an isomorphism of A with Z¢ is fixed, for every subset
A C E we can associate the integer d x |A| - matrix N[A] whose columns are
the characters in A, say in the fixed ordering of E.

Reduction to primitive and essential arrangement

If A is not essential, all maximal layers in S(A) are translates of the same
torus subgroup W of T. This follows from the classical theory of hyperplane
arrangements by applying [OT92, Lemma 5.30] to the lifting of A in the
universal covering of T. By choosing any direct summand 77 of W in T
we can decompose the ambient torus as T = W x T’. Hence, if we call
A'={HNT'| H € A} the arrangement induced by A in 7", we have that A’
is essential and M (A’) = M(A)/W. Moreover M(A) =W x M(A').

If an hypertorus is described by a non-primitive character y = n( for ¢
primitive, then the n connected components of x~!(b) are equal to (~!(c) for
all ¢ € C* such that ¢ = b. Thus, each toric arrangement A can be described
using only connected hypertori of codimension one.

Now on we assume that all toric arrangements are essential and described
by primitive characters, i.e. all hypertori are connected.

Let A = (Xe, be)ecr be a toric arrangement, we call I'g (or I if there is no
ambiguity) the subgroup of A generated by all characters x., for e € E. The
hypothesis that A is essential implies the equality tkT' =rk A = r.

Tangent space

Definition 2.2.9. Given a toric arrangement A in 7" and a point p € T we
define the linear arrangement A[p] in the tangent space T),(T’) as the arrange-
ment given by the hyperplanes T, (H) for all H € A such that p € H (see
[OT92] for background on hyperplane arrangements).

For a given layer W of A, a point p € W is generic if for any H € A such
that W ¢ H we have that p ¢ H. We define the linear arrangement A[WV] as
the hyperplane arrangement .A[p] for a generic point p € W.
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Ho Hy

/7

Figure 2.1: A picture of the arrangement B.

Remark 2.2.10. Notice that the arrangement A[W] does not depend on the
choice of the generic point p.

Example 2.2.11. Let x,y be the coordinates on the 2-dimensional torus 7T
We consider the arrangement B in T = (C*)? given by the following hypertori:

Hy:={z’y=1};
Hy :={y=1};
Hy ={xz=1}.

Notice that Hy and Hy as well as Hy and Hy intersect in a single point p =
(1,1), while Hy and Hj intersect in three points: p,q = (e%, 1),r= (e%, 1).

We can identify the group of characters A with Z? generated by x1 = (0, 1),
x2 = (1,0). Hence y = €X',z = X2 and the hypertorus Hy is associated with
the character xg = x1 + 3xe-

The intersection of B with the compact torus is represented in Exam-
ple Along this chapter we will use this arrangement as a running
example for the definitions and results that we introduce.

We identify the tangent space T, (T) with C2, with coordinates z,y. The
local arrangement Bl[p] is given by the hyperplanes with equations 3z 4y = 0,
y = 0, £ = 0, while the local arrangement B[g| has equations 3z + § = 0,
y=0.

Arithmetic matroids

There is additional enumerative data to be garnered from the set of characters
{Xe }ecp> When this is viewed as a subset of the lattice A. In particular, to
every subset A C E we can associate its span I'y := (A) C A and a lattice
RadpaTy4 = (Q®z Aa) NA.
The function
tk:P(E) - N, Aw—rkzIl'4

associates to every subset A C E the rank of I'4 as Z-module. The function

m:P(E)—>N, A»—>[RadAI‘A:I‘A]
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that associates to every subset A of F the cardinality of the torsion subgroup
of the quotient A/T'4 is the multiplicity function associated with the repre-
sentation {x.}eecp C A.

Remark 2.2.12.

(a) If A is a toric arrangement, then for all A C E the integer m(A) is the
number of connected components of the intersection (.. 4 He when this
intersection is non-empty (cf. [Mocl2a, Lemma 5.4]).

(b) Unimodularity of the list F is equivalent to m being constant equal to
1, and is equivalent to unimodularity of the arrangement A.

(c) Given a matrix representation as in Remark the number m(A)
equals the product of the elementary divisors of N[A], i.e., the greatest
common divisor of all its minors with size equal to the rank of N[A] (cf.

[Sta91ll Theorem 2.2]). If N|[A] is a non-singular square matrix, then
m(A) = |det N[A]|.

It follows that the characters y. € A for e € E are a representation of
the arithmetic matroid (F,rk4,m4). We recall an important result of the
previous chapter:

Corollary 2.2.13 (Corollary [1.7.5). If C is a circuit, then the following re-
lation holds:
> am(C\{i})xi =0 (2.3)
ieC

where ¢; € {1,—1} are introduced in Definition and depends only on the

oriented arithmetic matroid.

Remark 2.2.14. If the arrangement is unimodular, from Corollary [2.2.13] we
garner that every circuit can be realized by a minimal linear dependency all
whose coefficients are integer units.

Theorem 2.2.15 ([DP05, Theorem 4.2]). For each integer k > 0 we have a
(noncanonical) decomposition, as W runs over S(A)

HYM(A) = @ H ™ VW) H*W(MAW)).
WeS(A)

The following Theorem is essentially proved in [Loo93| subsection 2.4.3]
and in [DP05, Remark 4.3]. The combinatorial version is stated in [MocI2al,
Corollary 5.12]
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Theorem 2.2.16. If A is any toric arrangement in a torus T of dimension
r, the Poincaré polynomial of the complement M(A) is given in terms of the
nbc-sets and the multiplicity function as

Poin(M(A),t) = > Nj(t+ 1)t
j=0

where, for j =0,...,r,

Nj =) [nbe;(AL])],

LGS]‘

and nbe;(A[L]) is the set of no-broken-circuits of cardinality j in the arrange-
ment A[L]. In particular, the j-th Betti number of M(A) is

501) = 3 (7))

i=0 J -t
Remark 2.2.17.

(a) The data given by the matroid M together with the function m deter-
mines an arithmetic matroid. We refer to [DMI13] for a general abstract
definition of an arithmetic matroid, and some of its properties.

(b) The poset S(A) determines the arithmetic matroid data. In fact, for
any given set A C E we can consider the set X of minimal upper-
bounds in S(A): A is independent if and only if the poset-rank of the
elements of X equals |A|, and the multiplicity of A equals |X| (via
Remark . On the other hand in Section we will explicitly
construct two toric arrangements with isomorphic arithmetic matroid
data but non-isomorphic posets of layers.

Example 2.2.18. In the arrangement B introduced in Example the
only minimal dependent set of characters is C' = {xo, X1, x2}, hence this is the
only circuit in the associated matroid. The relation —yo+ x1 4+ 3x2 = 0 holds.
The arithmetic matroid associated with B has set E = {xo, x1, x2} C A = Z?
and the multiplicity function is given by

m({xo0, x1}) =3,

while m(A) = 1 for all other subsets of E. In particular notice that B is a
central, not unimodular arrangement. The Poincaré polynomial of M (A) is

Poin(M (B),t) = 1 4 5t + 8t2. (2.4)
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2.3 The Leray spectral sequence

In this section we state some general results on the Leray spectral sequence, see
[Bre97] for a reference. The case of cohomology with rational coefficients has
been studied by Bibby in [Bibl6a]. We make use a result appeared for the first
time in [Lo093] to compute the cohomology with integer coefficients of a toric
arrangement. Using the Leray spectral sequence we obtain a nice presentation
of a canonical bigradation of cohomology algebra of toric arrangements.

Let j: M < T be the natural inclusion, which is a continuous map between
topological spaces. Let Zj; be the sheaf on M of locally constant functions
with values in Z.

We recall the definition of higher direct image sheaves for the map j and
the sheaf Zy;. Let us consider the presheaf defined by U — HI(5=1(U); Zys).
The associated sheaf is the ¢-direct image sheaf R9j,Z ;.

Since Z is a ring, the cup product H4(j=H(U); Zy) @ HY (j-Y(U); Zpr) —
Htd (5=Y(U); Zys) is defined in Cech cohomology, for details see [Bre97, Sec-
tion IL.7]. The cup product induces the map of sheaves f; y: R%j.Zy ®
RYj.Zy — RITY 5, Zy. In the same way we can define R%j,Qp;. We de-
fine the maps

—: HP(T; RYj,Zag) @ HY (T; RY . Zag) — HP T (T R 5. Z0)  (2.5)

as (—1)P'? times the composition of the cup product in the Cech cohomology
and f, o

The inclusion j defines a natural map in cohomology H*(T) — H*(M)
which is injective, so we identify H*(T") with its image. We define a increasing
filtration F, = {F;};cz for the cohomology ring H*(M) by

F; = Im(HS/(M;Z) ® H'(T; Z) = H*(M;Z))

for i > 0 and by F_; = 0. The graded ring grp, H*(M;Z) associated with the
filtration F. is the ring @,~o Fi / Fi-1.

Lemma 2.3.1 ([Bre97]). There exists a spectral sequence of Z-algebras which
converges, as a bigraded algebra, to grp, H*(M;Z). The second page of the
spectral sequence is

EYY(M) = HP(T; RjuZr)

and the product coincides with the map defined in (2.5)).

Proof. The existence and the convergence of the spectral sequence are proven
in [Bre97, IV, Theorem 6.1]. The cup product in Leray spectral sequence is
described in [Bre97, IV, section 6.8].

The limit of the spectral sequence is a graded ring associated with a fil-
tration of H*(M;Z) that can be determine as follows. The Leray spectral
sequence can be identified to the first (or horizontal) spectral sequence of an
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appropriate double complex. The filtration in the double complex is described
in [Bre97, A, section 2] and coincides with F.. O

The Brieskorn inclusion is a natural map on the cohomology of hyperplane
arrangements defined as follows. Fix a layer L of rank k in a hyperplane
arrangement A4 with poset of intersection S and let Aj, be the arrangement
given by hyperplanes containing L. The Brieskorn inclusion is the composition

b HM(M(AL)Z) = @ HNM(Aw);Z) = H*(M(A); Z),
WeSy

where the second map is the Brieskorn isomorphism (see [OT92, Theorem
3.26, p. 65] or [Bri73, Lemma 3, p.27]).

From now on, let j: M — T be the open inclusion of complement of a
toric arrangement in the corresponding torus, so the equality j.Zy = Zp
holds. The higher direct image sheaves R%j,Zy; and R?j,Qys has been par-
tially described in [Loo93] and in [Bib16al, respectively. The analogous of the
following lemma for the sheaf R?j,Qp; has been proven in [Bibl6al, Lemma
3.1]. We adapt the proof of [Bibl6a] in order to study the cup product struc-
ture in the case of integer coefficients.

Lemma 2.3.2. Let iy be the inclusion W — T for W € S. For all natural
numbers q there exists an isomorphism of sheaves:

Pq: @ (tw )« Zyw @z HY(M(AW]);Z) = R, 7
rk W=q

Proof. Recall that the sheaf R%j,Zys is the sheafification of the presheaf P,

defined by:

P(U) € 797 (U): Zar) = HY(U N M; Z).

We define the sheaves ey = (iy )« Zw ®z HEW (M(A[W]);Z) for all W € S.
Let U C T be an open set, we have

ew (U) = HOWU N W;Z) @5 B (M(AW]); Z).

For all © € T we choose a neighbourhood basis of open sets U such that UNM
is isomorphic to a small neighbourhood of the origin in M (A[z]). By definition
Alx] = A[W,] where W, is the minimal layer containing z. We call this basis
of the topology U. Define the morphism of sheaves oy : ey — RYj.Zps such
that for each open U € U is

pw (U): H'(UNW;Z) @z HY(M(A[W,)); Z) = HI(U N M; Z)

the pullback of the inclusion U N M — M (A[W;]) composed with the cup
product. Let ¢, be the direct sum map from ¢, := @ w—qew into RIj.Zyy.
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We show that ¢, is the desired isomorphism by checking on the stalks.
The stalk of RYj,Zy at x is

(RYjsZnr)z = HI(M (A[W2]); Z),
and for z € T the map
(Pg)a: (eg)e = €D HUMAW]);Z) — HY(M(AW,)); Z)
rk W=q
Wz

is the Brieskorn isomorphism, therefore ¢, is an isomorphism. O
In order to study the product map f, ,, we introduce the map
bww I ew @ ewr — €f,
which is defined as follows: if L is a connected component of W N W' of rank
tk L = 1k W + rk W’ we set:
bwwL((a®a)® (y®c)) = (ay) @ (bw,z(a) Ubw 1(c))
where by 1, is the Brieskorn inclusion:
H*W(M(AW]); Z) ~ BV (M(A[Llw); Z) = H™V (M(A[L)); Z).

Otherwise we define by 1, to be zero. Now we can consider the direct sum
map
boq = @ bwwi L €q Q€ = €qrq-

rk W=q

rk W/=q'

rk L=q+q’
Lemma 2.3.3. The isomorphism ¢ of Lemma is compatible with fq o
and by 4, i.e. the diagram below commutes.

by o'
0,
€q O €g €q+q’

g ® ¥, Patq

, 0,9 ,
Ry @z RT juZyr — R §u Ly

Proof. It is sufficient to show that f, ;0 ¢4 ® @y and g4y 0 by agree on all
stalks. Let « be a point in 7" and oo ® a and v ® ¢ be elements of (ey ), and of
(ew)z, respectively. Let L be the connected component of WNW' containing
x and W, be the minimal layer containing x. From the fact that

brw, © (bw,(a) Ubwr 1(c)) = bww,(a) Ubw w,(c)

we have that both stalks are aybw.w, (a) U by w, (c). O
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The next Theorem appeared first in [CD17]. An analogue on the rationals
was proven in [Bib16a, Lemma 3.2] in a more general setting using some Hodge
theory.

Theorem 2.3.4 ([CD17, Theorem 5.1.3]). The Leray spectral sequence asso-
crated with the inclusion M — T degenerates at the second page. Hence the
two algebras E5° (M) and grp, H*(M;Z) are isomorphic.

Up to changing the coefficients, the filtration F, coincides with the one
defined in [DP05, Remark 4.3]. From now on, we denote by gr H*(M;Z)
the bigraded, graded commutative, Z-algebra associated with H*(M;Z) with

respect to the filtration { ¥}, }, <.

2.4 Graded cohomology with integer coefficients

Let A = (Xe,be)ecr be a toric arrangement in 7. We define the following
algebra.

Definition 2.4.1. Let AP9(A) be the vector space

def

APIA) S HP(W;Z) @z HY(M (AW Z).

WeSq(A)

The graded vector space A™*(A) = P, , AP?(A) is endowed of the following
product. Let a®a and y®c two element in HP(W; Z) @y H1(M (A[W]; Z) and
in H” (W', Z) @7 HY (M (A[W']; Z), respectively. If rk W41k W’ # rk WNW’,
then (¢ ®a) - (7 ® ¢) = 0. Otherwise, set

(@®a)-(y@c)= (=1 > (iyraUily 1) @ (bw.s(a) Ubwr (b)),
Lemo(WnW')

where iy, is the inclusion L < W and by, is the Brieskorn inclusion
HI(M(A[Llw) < HI(M]L)).

Theorem 2.4.2. The second page of the Leray spectral sequence defined in
Lemma is isomorphic as a bigraded algebra to A(A).

Proof. The isomorphism ¢, : €, — R%j.Z); of Lemma induces an isomor-
phism in cohomology:

2o @ H(W:Z) g HI(M(AW]);Z) — Ey*(M)
rk W=¢q

Hence we have an isomorphism ¢: A**(A) — E3°(M); Lemma ensures

then that ¢ is an isomorphism of algebras. O

As a consequence of the previous statements we obtain the following result.
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Theorem 2.4.3. For any toric arrangement A, there exists an isomorphism
of bigraded Z-algebras:

[ A (A) — grp H'(M(A); Z)

Proof. The result follows since the map f is the composition the isomorphism
given in Theorem between A**(A) and E3"(M) and the isomorphism of
Theorem O

2.5 Graded cohomology with rational coefficients

In this section we give a purely combinatorial presentation of the bigraded
algebra grp H*(M(A); Q). We begin by defining the ring B(A), then we exhibit
a basis of this Q-vector space and finally we show an isomorphism between
the objects B(.A) and grp H*(M(A); Q).

Definition 2.5.1. Let A[fw a;5] be the exterior algebra on generators fy a.p
where AL B is an independent set and W a connected component of (1, 4 He;
the bi-degree of the generator fy 4 is (|B|,|A]). The algebra B(A) is the
quotient of quotient of A[fw a.5] by the following types of relations:

e For any two generators fw,a.B, fiw’ a:p,
Jwasfwr a,p =0

if A, A’, B, B’ are not pairwise disjoint or if ALIBILIA’LB’ is a dependent
set, and otherwise

fwapfwr anp = (~1)fABAVE) N saspu. (2.6)
Lemg(WnW')

e For every circuit C' C E a relation

Z cim(C\{i})froqiy =0, (2.7)
icE

where ¢; are defined in Definition (see also Corollary [2.2.13).

e For every circuit C' C E a relation

Z<_1)ifW,C\{i};(Z) =0. (2.8)

ieC

Remark 2.5.2. The presentation of the algebra B(.A) depends on the choice of
an orientation x of the arithmetic matroid (E,rk 4, m4). However, the algebra
B(A) depends only on the poset of layers S(.A).
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Let w be a generator of H*(C*;Z), v; := x}(w), and 15 be the product
[licp ¥i-

Theorem 2.5.3. The assignment
fwap = (1) P Vg @es e HP(W) @ HA(MAW]))

induces an isomorphism g: B(A) — A(A) ®z Q.

As consequence we obtain:
Corollary 2.5.4. The map

fog: B(A) — grp H*(M(A); Q)

s an isomorphism. ]

We recall the definitions from [DP05].

Definition 2.5.5. A set A C E is a associated with W € S(A) if W is a
connected component of ;. H;.

Let W € S(A) be a layer and consider the subgroup I'yyy < A given by all
characters that vanish on W. Since A is essential, we choose dim W characters
in our arrangement such that they form a basis of A/T'y ®7 Q. Let Cyy C E
be the indexing set of these chosen characters. Notice that |Cyy| = dim W.

Lemma 2.5.6. Let A be an essential toric arrangement. Then a set of gen-
erators of B(A) as Q-vector space is given by the elements fw,s.7 with S no
broken circuit associated with W and T a subset of Cyy.

Proof. 1t is sufficient to show that any generic element fy, 4.5 can be written
as linear combination of the ones fy,s.r with S no broken circuit associated
with W and R a subset of Cyy. By relation eq. we can write each fiya.p
as sum of certain fy,s.p with S a no broken circuit associated with W. Since
fws.p = (—1)£(S7B)fWVS;@fT7@;B, by relations eq: fr,p.p can be written as
linear combination of some frg.p with R C Cyy or RN.S # (). In the first case
(=1)SB) i g0 fro.r = fw.s:r that is an element in our set of generators.
In the case RN S # 0, the relations eq. show that fy s.0frp.r = 0 in
B(A). O

Lemma 2.5.7. The map g: B(A) — A(A) ®z Q of Theorem is well
defined.

Proof. We need to show that relations hold in A(A) ®z Q.
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e for each pair of generators fyw 4., fw’ a.p we have

9(fwasfwr anp) = (=) BEDHEA) () @ e 4) (Y @ enr).

If AU A’ is dependent than both side are zero, otherwise,

g(fwapfw )= (1" D s @eaen,
Lemg(WnW?)
where | = ¢(B, A) + {(B', A") + |A||B’|. Now ¢ptpp # 0 in H(L;Z) if
and only if AL Bl A" U B’ is a dependent set, otherwise

g(fwasfw ars) = (D" > g(fravampum),
Lemg(WNW')
where k = ({(BUB',AUA")+{(B,B’) + {(A, A’). Since both ¢(B, A) +
(B A)+4BUA,B UA') and |A||B'| + 4(B,B’) + {(A,A") + ¢(BU
B, AU A’) are the sign of the permutation that reorders (B, A, B, A’),
we conclude that k+1=1(AUB,A’UB’) mod 2.

e The equation ) ;. c;m(C \ {i})y; = 0 holds by Corollary and
by the isomorphism H*(T;Z) ~ A.

e The last relation holds because for each circuit C associated with W the
equation Y ;.- (—1)’ecy ;3 holds in H(M(A[W];Z) (see eq. (2.1)). O

Proof of Theorem[2.5.5 The map ¢ is surjective because H*(W;Z) ®z7 Q is
generated in degree one by the elements ; with ¢ € Cy. Notice that this fact
is false without tensoring by Q in the case W = T and A a non-surjective
arrangement.

Using Theorem and lemma the dimension of B(A) is at most
> 29mWinbey p (A[W])].
wes
This number is equal to dimg A(A) ®z Q, since by Theorem [2.2.16| we have
dimg A(A) ®z Q = Poin(M(A), 1) = Y 29 W |nbeyy (AW])].
wes

This completes the proof. O

Example 2.5.8. Consider the toric arrangement B of Example [2.2.11] The
layers of rank two are 3 points:

(1,1) = HyNH;NHy
(1,¢3) C Ho N Hy
1

b
q
r (aC??)CHoﬂHl
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An additive basis for the cohomology algebra of the complement is formed by

€1, €2, Yo, Y1, Y2

in degree one and by

€12, €1Y0, €1Y1, €2Y2, Yp,01, Yp,02, Yq,01, Yr,01

in degree two. Notice that this agree with eq. (2.4)).

2.6 Some formal identities

In this section we derive some identities among the forms associated with a
circuit ¢ C FE. For ease of notation we identify F as a subset of N with
the natural order, and we suppose that C = {0,1,...,k}. Then the char-
acters xo, - .., X% exhibit a linear dependency, and we examine different cases
according to the signs of the coefficients of this linear dependency.

The results of this section will be enough in order to treat the unimodular
case, where (see Remark such coefficients must be units.

Logarithmic forms

We will study presentations of the cohomology algebra that use, as generators,
a distinguished set of logarithmic forms.

We call v/—1 by i.
Definition 2.6.1. For all i € E we set

1 1
w; = —dlog(l —eX¥), and 1; := — dlog(eX?). (2.9)
2mi 27i

For symmetry reasons, we also define the forms

1
Wi i — —

1
— _ pXi _ o X)) — . aly.
5 dlog(1l — eX?) + 5 dlog(l — e X)) = 2w; — ;. (2.10)

Given any A = {a1 < ... < a;} C E we write

A= 1tay A Aty

and

WA = Way N AWgy, resp.  Wp = Wge N ... AWy

Now, if C' = {x0,...,x% } C E is a circuit of a unimodular arrangement,
and we assume that i
X0 = Z X1
i=1
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De Concini-Procesi in [DP05, p. 410, eq. (20)] (see also Remark below)
prove the formal relation

owe= > (=)MWwathpu (2.11)
min CeACC,
B(A)#£D

where the fixed total ordering on E' is understood,

i(A) := max(C \ A),
B(A) = (C\ 4) \i(A),
€(A) = |A| + (A, C\ A),

and ¢(A,C \ A) is the length of the permutation reordering A,C \ A (see
Definition [2.2.1]).
Remark 2.6.2. Notice that in [DP11l eq. (15.3)] (and also in [DP05) eq. (20)])
there is a misprint concerning the sign: writing [k] for {1,...,k}, the correct
equation is
Wik = Z (—1)THRFIHULIEND ) 5 g0y wo- (2.12)
IC[K]
To go from [DP11] eq. (15.3)] to our (2.11)) it is enough to use the boundary
relation
dwe = Wik + Z (—l)e(A)wA.
0€ACC,
A=k
Example 2.6.3. Consider the unimodular arrangement B’ in T' = (C*)? given
by the hypertori Hy, Ha, Hy, where Hy = {zy = 1}. The relation xo = x1+ x2
holds and the forms associated with B’ are

1 1 1
wo =5— dlog(l —zy), w1 =5—dlog(l—-y), ws=5—dlog(l-uz),

271 271 271
1 1 1
Yo =5=d og(zy), Y1 =5—-d og(y), Y2 =5 —d og(w)

The set C' = {xo, X1, x2} is the only circuit and relation (2.11)) gives
wow1 — wowz2 + wiws = wot

as can be checked directly. In the following we will use the arrangement B’ as
a running example of a unimodular arrangement.

Lemma 2.6.4. If yo = Zle Xi, we have the following identity.

k
Wi W = wo H(wz —wi—1 +Yi—1) (2.13)
i=2
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Proof. We fix j € {1,...,k}. Consider the non-zero products in the expansion
of that do not contain either the factor w; nor the factor v;. In each
one of these terms, all the factors w; for i > j have to appear. Instead, due
to the fact that w; A ¢; = 0, exactly one of the two terms w; and ; has to
appear for i < j . So the sum of the products not containing w; or v; will be

wo H (—wz'-i-wi)sz‘-

1<i<j i>j

Hence we have,

k k
WOH( — Wi— 1+¢z 1 :Z H wﬂrdh sz—
=2

j=1 1<i< i>7
k
=> (—1)MA=il=1y
j=10€ACC,
i(A)=j
where
NA=N0""1iA) Mk

and

L w; ifieA
= ; otherwise.

We conclude the purely formal identity

k

wo H(Wi —wi—1 + Y1) = Z (—1)Asiw=ip,, (2.14)

i=2 0eACC

Now we use our assumption Zle Xi = Xo0. It entails that the form ¥
defined before Proposition 15.6 in [DP11] equals wy. In particular, again in
the notation of [DP11], for I C [k] we have

o0 ef DCEND TTws T #99 = ()" )
i€l jeB(IU{0})

noticing that the products nr oy already follow the standard ordering. We
can now use [DP11] eq. (15.3)], i.e

Z (_1)|I\+k+l@§0) =Wy wg
IC[k]

in order to rewrite Equation (2.14)). If we take A = I U {0}, since k —i(A) =
| Al = |A<j(a)l, we obtain the claimed equality. O
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Lemma 2.6.5. If Zf:o xi = 0, then we have

k
[T(wi — wici +im1) =0 (2.15)
i=1
or, using the forms w; defined in eq. (2.10)),
k
H(@' + ¢ —wi—1 + i) = 0. (2.16)

i=1
Proof. We start by a formal identity which can be readily verified, e.g., by
induction on k.

k
wi - wp = wi | J(wi —wio1 + i)
i=2

We can now expand the left-hand side using Lemma [2.6.4] applied to the
identity (—xo) = > _;50 Xi- Collecting terms we obtain

k

0= <w1 - % dlog(1 — 6_X0)> H(Wz —wi—1 +i-1).

1=2

Noticing that ﬁ dlog(1l — e X0) = wy — ¥y we conclude:

k
(w1 — wo + o) H(Wi —wi—1 + 1) = 0.

i=2
For the second equation we can immediately compute
2(w; —wi—1 + Y1) = Wi+ Y — w1 + Yo,
so multiplying formula (2.15) by 2* we get the claimed identity. O

Example 2.6.6. We continue with the arrangement introduced in Example
2.6.3l Since the relation

Xo = X1t X2
holds, from Lemma we have wjws = wo(ws — w1 + 7). In order to apply
Lemma we set xp := —xo (and hence w) = wy — ¢o and Y[ = —1y)

and if we consider the characters xj, x1, x2 and the ordering (0, 1,2) for the
elements of the circuit we obtain

(wl — OJ6 + 1/)6)((,«}2 — w1+ ¢1) = 0,
while if we consider the ordering (0,2,1) we obtain the relation
(w2 — wp + Yp) (w1 —wa +1p2) =0

as one can easily check by direct computation. The relations that we can
obtain with different orderings of the elements in the circuit are consequences
of the two above.
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Lemma 2.6.7. If Z?:o cixi = 0 where ¢; = £1 for all i,

k

H(@i + ¢y —wWi—1 + ¢i1io1) =0, (2.17)
=1

Proof. We apply Lemmam to the identity Z?:o X; = 0 where we set x/ :=
¢;x; for all 4. A glance at Equations and shows that the forms @/
and v} associated with the x} satisfy @, = w; and ¢} = ¢;4; for all 4, proving
the claimed equality. O

Definition 2.6.8. Given a subset A C E, for every i € F let

A Jw iticA
= ;  otherwise

Thus, if B C FE is disjoint from A we can define

— L —A
NAB -— H ;s
i€ AUB

where the factors are in increasing order with respect to the total order on F.

Proposition 2.6.9. Let C be a circuit of the matroid such that the correspond-
ing minimal linear dependency has the form ), - cix;i = 0 where ¢; € {£1}
for alli. Then,

o> (—nMsilegiy p =0 (2.18)

jeC  ABCC
C=AUBU{j}

where, for every B C E, we write cg := [[;cp ci. Moreover, as a consequence
of the equation above we have

oY (—)Asilepmyp=0. (2.19)

jeC ABcC
C=AUBU{j}
|B| even

In particular 0we corresponds to the sum of the terms with B = ().

Proof. Equation ([2.17)) can be rewritten as follows:

k
ST + eovn) [ [ @i + ) = 0 (2.20)

=0 i< i>j

Expanding all the products and using Definition [2.6.§ we obtain the claimed

formula ([2.18).
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Moreover, using the negated equation Z?:o —c;xi = 0, Lemma [2.6.7| gives

k

H(@' — ¢ty — Wi—1 — ¢i—1i—1) = 0. (2.21)

i=1
Adding this relation to the one in , and decomposing the expansion of
the product in two parts, one containing all the terms wayp with |B| even
and the other one containing all those terms with |B| odd, it can be shown
that each of the two parts must equal 0. O

In [DPO05, Thm. 5.2] De Concini and Procesi prove that the complement
of a unimodular toric arrangement is formal. They do this by showing that
the rational cohomology ring is isomorphic to the sub-algebra of closed forms
generated by w; = dlog(e® — eXi) for i € E and 1, = dlog(eX) for y € A. The
formal relations among these generators are implicit in [DP05, eq. (20)].

Notice that if the arrangement A is essential the forms v¢; = dlog(eX¢)
for i € E generate H'(T;Q). It follows that the relations stated in Proposi-
tion above lead to a presentation of the cohomology ring with respect
to the generators w;’s and 1;’s. Hence we have the following reformulation of
the result of [DP05].

Theorem 2.6.10. Let A be an essential unimodular toric arrangement. The
rational cohomology algebra H*(M (A), Q) is isomorphic to the algebra € with

o Set of generators ea.p, where A and B are disjoint and such that AL B
is an independent set; the degree of the generator es.p is |AU B].

e The following types of relations
— For any two generators ea,p, e p,
ea;eq:p =0 (2.22)
if AUBUA U B’ is a dependent set, and otherwise

(_1)€(AUB,A’UB’)

€A BEAB = €AUA’; BUB' - (2.23)

— For every linear dependency ) ;. pnix; = 0 with n; € Z, a relation
> niegy = 0. (2.24)
i€ER

— For every circuit C C E, with linear dependency Y ;coniXi = 0
with n; € Z, a relation

Z Z (*U‘ASHCB@A;B =0 (2.25)

jeC ABcCC
C=AUBL{j}
|B| even.

where, for alli € C, ¢; :==sgnn; and cp = HieB .
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Remark 2.6.11. In order to check that the presentation above gives the same
algebra described in [DP05], we can first notice that relation implies that
our algebra is generated in degree 1, by elements of the form eg;.9 and e, 4,
that correspond respectively to the generators Ay, , and w; in [DP05] p. 410].
Then our relation corresponds to relation (2) of [DP05, p. 410]; our
relation corresponds to relation (1) of [DP05L p. 410] and our relation
(2.25]) corresponds to relation (20’) that is implicit in [DP05].

Example 2.6.12. Going on with the arrangement of Example and using
the relation —xo + x1 + x2 = 0 we obtain that the rational cohomology of the
complement of arrangement B’ has a presentation with generators

wo, Wi, w2, w(]vd}la Q;Z)Q

where —1y + 11 + 12 = 0 and relation (2.19) (or equivalently relation ([2.25))

gives
Wow1 — Wolz + W1wa — Yot1 — Yotpe + P12 = 0.

Note that g1 + Y2 = Yo1hp = 0 and hence the relation above can be
simplified.

2.7 Coverings of arrangements

Recall that we consider a primitive arrangement A in a torus 7.

Given a lattice A/, A € A" € A ® Q we consider the Galois covering
U — T associated with the subgroup A”* C A* ~ 71 (T) whose group of deck
automorphisms is (A'/A)* ~ Gal(U/T).

Definition 2.7.1. Let f:U — T be a finite covering, and call Ay the lift of
A through f to the torus U. More precisely, let

Av = | mo(f 7 (),

HeA

the set of connected components of preimages of hypertori in A. Moreover,
given ¢ € E let

a; = |mo(f1(H;))]

denote the number of connected components of f~!(H;). Given q € f~1(H,),
let
HY(q)

denote the connected component of f~!(H;) containing q.

Remark 2.7.2. The previous definition ensures that Ay is again a primitive
arrangement. It is, however, not necessarily central.
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In fact, if we call ¥ := f o x the character of U induced by x, we see
that the connected components f~!(H;) are associated with the (primitive)
character zf—; More precisely, every L € mo(f~1(H;)) has equation

T

o = a q)

where ¢ is any point of L.

Logarithmic forms on coverings

Our next task is to describe the logarithmic forms on M (Ay) associated with
Ap.

Let f:U — T be a finite covering and let M(Ay) be as above. The
algebraic de Rham complex Q;W( Au) splits as direct sum of subcomplexes

Dy~ P B (2.26)
AeA’/A

where €2 consists of forms « such that for any 7 € Gal(U/T) we have that
7*(a) = A(7)cv. In particular the subcomplex of invariant forms Qj is canon-
ically identified with Q}\/[( A

For any i € E and any point ¢ € f~(H;) we set

1 %%
wi(q) = 5= dlog (1 e (‘”> (2.27)

2mi

for the logarithmic form in le\/[(AU) associated with H;(q). Notice that this
form does not depend on the choice of ¢ in the same connected component.
Moreover, let

1/}7{] — f*(%) — dloge%, (228)

)

where the upper symbol * denotes as usual the pull-back.
More generally, given any A C E, choose q € f~1(M;eaH;) and let

@i(q) =[] (@) and wi(q) =[]l (a), (2:29)
€A i€A

where the factors are taken in increasing order with respect to the index ¢ and

WY (q) := 2w¥ (q) — Y. Moreover, under the same set-up, for disjoint A and

B let
s =[] 7

i€ALIB

where 7Y (q) =@V (q) if i € A and 7Y (q) = ¢V if i € B.

)
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Proposition 2.7.3. Let A be any set of indices and let W be a connected
component of (V;c 4 Hi. Let p be any point in W. The class

> @4
qef~1(p)

is invariant with respect to the group G of deck automorphisms of f and it
does not depend on the choice of the point p in W.

Proof. The only nontrivial case is when the characters associated with the
indices in A are linearly independent, otherwise @Y (g) = 0.
Let 7 € GG. Using the definitions we have the equalities

T*(WzU(Q)) =7" <1 dlog (1 — ezjﬁ(@))

27
1 R HOR )
= —dl (1 —e% 9 a; >
27 8 ¢
1 Xi _ Xi (7—
— —,dlog (1 —ea a (T 1q)>
27

Since the forms ); are translation-invariant, we obtain immediately also

7@ (¢) =& (77 ().

If we write A = {a1,...,ax}, we see that every form
@4(q) = g, (@)@, (q) - - wh, ()
satisfies
™ @%(q)) = @477 (9))
The claim follows. O

The previous result allows us to give the following definition.

Definition 2.7.4. Let A = {H,;};cp be a toric arrangement in the torus
T and consider a finite covering f : U — T. Consider an independent set
A C E, let W be a connected component of N;c 4 H; and choose p € W. Since
the pullback map f* is injective, we can define forms w&,} 4 and w{:m 4 as the
unique forms on M (A) such that

@) = (o i n )] 2 P4)

a€f1(p)
and )
Frwlya) = = — D)
’ mleA Hz (q()) N f (p>‘ qeffl(p)

where qq is any point in f~!(p).
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Pl /a3 /13
P2 /2 7“2/i) p q/r
i/ /r1/ //

/S
U T

Figure 2.2: A picture on the compact torus of the covering described in Ex-

ample m

Remark 2.7.5. If the arrangement Ay is unimodular the formula in the defi-
nition above becomes

1
F@) = e S @)
S R F e O T

where L is any connected component of f=1(W).

Example 2.7.6. We can now consider the arrangement B of Example 2.2.11]
and the covering f : U = (C*)? — T = (C*)? given by (u,v) — (u,v3). The
arrangement By is unimodular and is given by the 7 hypertori with equations
u=1, v=e"5" and uv = &5 for a,b=0,1,2.

The three subarrangements of By containing respectively the hypertori
passing through p; = (1,1),p2 = (1,6%),])3 = (1,6%) are, up to transla-
tion, isomorphic to the unimodular arrangement B’, while the subarrange-
ments passing through the other six points are all isomorphic to the boolean
arrangement in (C*)? given by the hypertori with equations z = 1 and y = 1.
We have the form

. f =1 (1+wd(uw)l+vdv 14+ QGuod(uv)l+ Gudo

f (wpv{ovl}) T 4n? <1 —w w l—vov | 1-— Guv uwv 1-— (31}7
1+ Guvd(uv) 1+ Govdo)
1—CGuw w 1-— C§UU> N
-3 udv® + w4+ 4u?v? + duv® + 03 + 1
42 wo (v3 — 1) (udv3 — 1)

dudwv

where (3 = ¢’ and hence, taking the pushforward and dividing by the degree,
we get

=t _ix3y2+x3y+4x2y+4xy+y+l
PAOLE g2 xy (y — 1) (23y — 1)

dzxdy.

2.8 Separation

To deal with the non-unimodular case, the following definition turns out to
be useful.
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Definition 2.8.1. Let A be an independent subset of . We say that a cov-
ering f : U — T separates A if, for any connected component W of N;c 4 H;
and for all i € A there exist ¢; € f~1(H;) such that f(NieaH (q;)) = W.

Remark 2.8.2. If f:U — T is a covering such that the arrangement Ay is
unimodular, then f separates A for all independent set A C E.

Proposition 2.8.3. Let A C E be an independent set. There exists a covering
f:U — T that separates A.

Proof. Let I' be a direct summand of RadyI'4 in A, hence A = Radp ' @ T
Consider the lattice

We have the tower of subgroups

I'y CRadpT'4 C < Xi >
m(A) [ iea
where by definition [RadpyI'4 : I'4] = m(A). Moreover since A is independent
we have K%LGA : T 4] = m(A)Al. Hence we have K%%EA :RadpT'4] =
m(A)4=1. The inclusion A € A(A) induces a covering f:U — T of degree
[A(A) : A] = [<#f4)>i64 : Radp T'4] = m(A)4I=1. The first equality follows
since I' is a direct summand of both terms in the left hand side.

This covering separates A. In fact, we claim that for every connected com-
ponent W of (), 4 H; and any choice of a point ¢ € f~!(W), the intersection
Mica HY (g) is connected. To prove this claim, let k denote the number of con-
nected components of ;4 HY (¢). We count in two different ways the number
of connected components of f‘l(ﬂieA H;). On the one hand, for every i we
have m(A) connected components of f~'(H;) and, once we have chosen for
every i a connected hypertorus in f~1(H;), their intersection has k connected
components. In this way we have km(A)l such components. On the other
hand, the number of connected components of the preimage of each of the
m(A) connected components of ;. 4 H; is at most m(A) A =1 the degree
of the covering — hence we obtain a count of at most m(A)™*A) = m(A)Al
components. We conclude k = 1. ]

The following theorem motivates our definition of separating coverings.

Theorem 2.8.4. Let A C E be an independent set. If f : U — T and
g:V — T are coverings that separate A, then w&,A = wlg,VA. Analogously we

f 9
have Wiy A = Wiy 4-

In the proof we will make use of the following remark.
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Remark 2.8.5. For every index i, let H Z-l{l, e Hgmi, denote the connected com-
ponents of f~1(H;) and ng :=wyv be the associated forms.
9 7/7_7

If we assume that f separates A, then Definition is equivalent to

o f N G
1<j<m  icA
mngjigf—l(W)

where the sum is indexed using the componentwise ordering among integer
A-tuples 1:= (1,...,1), j := (ji)ica, m = (m;)ica.

Proof of Theorem|2.8.4]. We give the proof for wﬁm = w%VA, the other case
being identical.

The theorem follows in its generality if we first assume that the statement
holds when g = f o h, where h : V' — U is a finite covering. In this case we
have

g

N
VEU—2T

and

reba-roho-r( T T
1<j<m i€cA
NH{, Cf~1 (W)

where the multi-index j is as in the Remark The last equality follows
since f separates A.

Again Remark applied to g gives

* (—0 _ —V
[Y (WW,A) = E szk
1<k<n icA
miHingg_l(W)

where for all 4, HLVI, .. ,Hlvm are the connected components of g~!(H;), k =
(kl, - .,k|A‘), and n = (77,1, ‘o ,N|A|).

Now we have that

*—U \ __ —V
h*(w; j,) = E : Wik
h(HY, )=HY
e

45
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Hence from the previous equality we get

*(—f _ *

gF@a= Y,  IIrel)
1<j<m icA
NiH{, Cf~1 (W)

= > 11 Z Wik,

1<J<m ZEAh HV —

nHY; CF1 (W) i
_ —V
= D > II@h

1<j<m 1<k<n icA

NiHY; CFH (W) h(HY) )=H],

- Z H ka'i

1<k<n  i€A
niHY, g~ (W)
= 9" (@iy4)-
Finally, in the general case of two coverings f : U — T and g : V — T, we

can consider the diagram

V/

N

U q \%
A
T
where h : V! — U is the pullback of g by f and ¢’ = f o h. Since f separates

A, then also ¢’ separates A and we apply the first part of the proof to the
maps f and ¢'. O

Remark 2.8.6. Since the covering f : U — V is finite, we have that w{jVA =

@Y (q) for any g € f~1(W) where f, is the pushforward associated with the
covering map f.

Using Theorem we can state the following definition.

Definition 2.8.7. Given A C FE independent and given W a connected com-
ponent of N;c 4 H;, we define

Ww,A = WCV,A

and
N |
WW,A *= Wy 4

where f: U — T is any covering that separates A.
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Remark 2.8.8. We would like to convince the reader that the definition of
the forms wy 4 and wy 4 given above is the most natural choice in order to
provide a set of form generating the cohomology of the toric complement.

As seen in , once we fix a covering f : U — T with Galois group
G, the G-module Q' (M (Ay)) has a natural decomposition as a direct sum of
semi-invariant modules associated with the characters of G. The forms defined
above can be identified with certain G-invariant forms on M (Ay). We have
that

A0y < AT

In particular, if the sum of the characters of the factors is the trivial character,
we get invariant forms, which correspond to forms on M (.A).

The hypothesis that f separates A guarantees that we obtain enough semi-
invariant 1-forms associated with the hypertori f~!(H;), for i € A, in order
to obtain m(A) independent invariant classes.

Lemma 2.8.9. If A, A’ C E are such that ALUA’ is an independent set and W,
resp. W' are a choice of a connected component of (\;c 4 Hi, resp. (Nicar Hi,
we can compute

- oaA -
ww.aDwr = (1) N G
Lemg(WAW?)

Proof. Consider a covering f:U — T that separates the independent set ALIA’
(e.g. the one described in Proposition . Then, by definition, in order
to evaluate the product Wy, aww~ 4 we consider its pullback f*(@Ww, aWw’ ar)
which, with Remark equals

(> O x Ime)

1<j<m i€A 1</ <m’ i'eA
S O0) g Y
K
— —U —U
- Z Hwi,ji H Wi,
1<(j,j')<(m,m") i€A i'eA’

ﬂngjiﬂi/HiL,”j{, CF Y WnW)
2

- Y e e,

1<j<(m,m’) i€ AUA
mie,axu,avfl’in,Qf_l(W’ﬁW)
where j = (j,j'). The latter equals, by definition
f* ((_1)£(A,A/) Z wL,ALlA’)
LETro(WﬁW’)

as was to be shown. O
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Remark 2.8.10. Assume that N;c 4 H; is connected and call it W. Then, since
the identity separates A, we have Wy 4 = wWa.

Definition 2.8.11. Given A C F independent and given W a connected
component of N;c 4 H;, we write Ty, 4 p for the form

(—1) PGy 45,

In the following if W is not a connected component of N;c4H; the ex-
pression 7Ty 4 g Will be considered as meaningless and it will be treated as
Z€ero.

Remark 2.8.12. We have the following consequence of Lemma [2.8.9]

If A,A’, B, B’ C E are such that AU A’UBU B’ is an independent set and W,
resp. W’ are a choice of a connected component of Mica Hi, resp. (V;ear Hi,
we can compute

_ _ _ ¢(AUB,A'UB _
Tw.asTw ap = (—1) ( ) Z L, ALA", BUB' -
Lemo(WnW")

Definition 2.8.13. We introduce the increasing filtration F of H*(M(.A);Z)
defined by

F; H*(M(A);Z) := Y  H)(M(A);Z) - H*(T; Z).

J<i

Such a filtration is the Leray filtration of the inclusion M(A) < T. The
same filtration, with rational coefficients, was introduced in [DP05, Remark
4.3.(2)]. The associated graded module is

g (H' (M(A) = @ H'(W)® H (M(AW)) (2.30)
WeL(A)
codim(W)=k
where A[W] is the hyperplane arrangement introduced in Definition m

Lemma 2.8.14. Let A, B C E such that AU B is independent and let W be
a connected component of NicaH;. Then, the image of Ty 4 g in the graded
ring gr|a|(H*(M(A))) equals

(1) BD2Mlyp @ ey € HIP(W) @ HA(M(AW))),

where eq denotes the canonical generator in the top-degree of the OS-algebra
of the hyperplane arrangement A[W| associated with the hyperplanes indexed

by A (cf. Definition [2.2.9).
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Proof. We consider the corresponding graduation gr¥ for the lift to a unimod-
ular covering f : U — T (e.g., the one separating A in Proposition .

By multiplicativity of gry, it suffices to prove the case B = (). We thus have
to consider Wy, 4 which, by Remark can be written as W4 = f.w04(q),
where ¢ is a fixed point in f~'(W). Now,

g @4@) =&l (24uY(0).
hence
g (@w.a) = fo(gre @4(q) = g (24w 4),

and, since expj(w;) = e;, the class 2141wy 4] maps to the element 24 @ e 4 in
HO(W) @ HA(M(A[W])) as desired. O

2.9 Rational cohomology

Let A = {Hy,...,H} be a primitive, central and essential arrangement in
the torus 7. Suppose further that the associated matroid has exactly one
circuit C = F, and hence tk F = k. Let xo, ..., xr be the associated list of
characters.

Recall that I'c C A is the sublattice generated by the characters of C' and
Rady I'¢ is the intersection (Q ®z ') N A.

Definition 2.9.1. For every i =0,...,k set
a; = [[m(C\ {5}
J#
We call A(C) the lattice in Q ®7 A generated by the elements %

Remark 2.9.2. Since the matroid associated with 4 has exactly one circuit
(i.,e. C = E) and A is essential we have that A = Radj I'c, hence m(C) is
precisely the index of I'c in A.

Lemma 2.9.3. In A(C) we have the relation

Xi
i— =0 2.31
> i (2:31)

where ¢; € {+1,—1} for all i.
Proof. This follows from Corollary [2.2.13] since the product

k

a;m(C\ {i}) = H m(C\ {j})

=0

does not depend on the index i. ]
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Lemma 2.9.4. The lattice A(C) contains A.
Proof. We split the claim into two inclusions:

A(&) ! r @AC’

Inclusion (i) follows from the fact that, by Remark the quotient A/T'c
is a group of cardinality m(C'), hence m(C)A C I'c.
For inclusion (ii), notice that every element of ( mcyLc can be written as

a combination
n;a; Xi
ey o3 ()
1=

for some n; € Z. Now, since C is a circuit, m(C) divides every m(C \ {i}),
i=0,...,k (e.g., by Remark [2.2.12{{(c)). Hence all parenthesized coefficients
on the r.h.s. are integers, which means ( )FC C A(C), as claimed. O

Lemma 2.9.5. The inclusion of lattices A C A(C) induces a covering of T
of degree

k
H (C\ 7D

Proof. It is enough to prove that d as defined above equals the index of A in
A(C).
Let us fix an index 7 and consider the inclusions

Acvjy €A CA(C).

. . . . X 1 . .
Since (by Lemma D the lattice A(C) is generated by the basis {a—; | j #i},
the index of Ay gy in A(C) is

AC) s Tovw] =] s
J#i

On the other hand, m(C'\ {i}) is by definition the index of I'c\(;3 in A =
Rada I'cygi3- In conclusion, the desired index is

[A(C) : FC\{i}] . Hj;éi a;

[A(C) - A} = [A: FC\{~}] B m(C\ {i})
» C\{l}) £
—H#ZH?S\{Z Vi) H (C\{GH*!
as claimed. 8
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Definition 2.9.6. Let
U —=T

denote the covering induced by the inclusion A C A(C').
We denote by Ay the central arrangement in the torus U induced by the

characters 2* in A(C'). Notice that Ay is clearly primitive, since the %* form
a basis of A(C).

Lemma 2.9.7. The arrangement Ay is unimodular.

Proof. For every j € C the set {%}#J is a basis of the lattice A(C). In fact
C\ {j} is independent and by (2.31]) we have that Z% belongs to the lattice

generated by the characters 2%
Hence for every subset A C C' we can choose j € C'\ A. Then the set
{3 }ica can be completed to a basis {Xt};4; of A(C). O

Notice that the number of connected component of 7, (H;) is a;. In fact
Xi

for j # i the character y; can be written in the basis {%:}k#j as Xi = Q% -
Lemma 2.9.8. Let A C C, let W be a connected component of (;c 4 H; and
choose p € W. Then, for every layer L of Ay such that wy(L) = W, the
number of preimages of p contained in L is

k

LN (p)] = m(A) [Tm(@\ i) A T m(O\ {i}).

=0 €A

Proof. The cardinality of the preimage of p is equal to the degree of the
covering, computed in Lemma On the other hand, given W a connected
component of N;c4H;, the number of connected components of WEI(W) is

equal to Hy;'f(g)a ' Hence

k m i)kl
[eom@V ',

k
=m(A) [[m(C\ {ip) A [T m(e\ (i) N
1=0

€A

[Lnmg (p)] =

Example 2.9.9. In the case of the arrangement of Example with matrix

3 01

1 10
we have that the lattice A = Z2 coincides with the lattice AC. In this case
we have ag = 3,a; = 3,a = 1, hence the lattice A(C) is generated by (e; +

%, %2, e1). In particular the inclusion A C A(C) corresponds to the covering

74 Roberto Pagaria



2.9. RATIONAL COHOMOLOGY

f:U — T of Example (see Figure[2.2). Notice that, with respect to the
basis { e1, % } of A(C), the arrangement By is described by the matrix

301

33 0)°
Lemma 2.9.10. For any A, B C C such that AU B is a mazimal independent
subset of C, for any connected component W of (\;c, H; and p € W we have

miwas) = (DS S Sl 2

a€my (p)
Proof. With Equation (2.28)) we have
T4 (YB) = (H ai)w%’.
i€B

and hence, applying this equality and Remark to Definition [2.8.11] we
get

* [— Hz a; —
7 (Tw,a,p) = (-1 P EEE S T Gl (g)u. (2.33)
ILnmg (p)l =
qE™; (p)
The coefficient in formula (2.33)) can be rewritten as
[licpai [licp @i

L0 )] m(A) T m(C\ {i})E- 1A ey m(C\ {i})
_ [T, m(C\ {i})/"!
m(A) TTEo m(C\ {i)1BI e qup m(C\ {i})
__ IIigm(@\{i})
m(A) HieAuB m(C\ {i})
m(AU B)
m(4)

and the claim follows. O

Definition 2.9.11. For any A, B C C' such that AU B is an independent set
and every q € ;' (e Hi), we set

m1.5(q) = (-1)" PG (q)yF.

Recall from Proposition [2.6.9] that given a circuit C, for every B C C we
set cg = [[;cp Ci-
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Theorem 2.9.12. Let L be a connected component of N;ccH;. We have

A)
Mgl mA) o 2.34
2 2 ey wan =0 (2.54)
T e ZAuButy

|B| even.

WoL

Proof. Now we fix a point p € [);c H; and we use relation ([2.19)) in Ay. This
gives us, for every g € W&l(p),

o> ()Y plg)es =0.

jeC ABCC
C=AUBU{j}
|B| even.

Summing over all ¢ € 71'[_]1(])), we get

0= 3 Y Y el p)

c jeC ABcCC
acmy () C=AuUBL{j}

|B| even.

Ac; U
=Y > (DMsles Y7 70
jeC A,BcC enl
C=AUBLU{j} a€my (7)
|B| even.

= ];j ABZCC (_1)|A<j|CB%WB(nWA,B)'

C=AUBU{j}
|B| even.
WDL

Since 7rj; is an injective algebra homomorphism, we obtain the claimed equal-
ity. O

We now drop the assumption that the arithmetic matroid has a unique
circuit and we go back to the general set-up of any arrangement A in a torus
T.

Theorem 2.9.13. Let A be an essential arrangement. The rational cohomol-
ogy algebra H*(M(A),Q) is isomorphic to the algebra £ with

o Set of generators ey a.p, where W ranges over all layers of A, A is a
set generating W and B is disjoint from A and such that AU B is an

independent set; the degree of the generator ew a.p is |AU B.

e The following types of relations:
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— For any two generators ew,A.B, ew’ A;B’,
ew,a;pew, Aspr = 0

if AUBU A U B’ is a dependent set, and otherwise

{(AUB,A’UB’
T e S
Lemg(WnW?)
(2.35)

— For every linear dependency ), pnixi = 0 with n; € Z, a relation

Z niequ);{i} = 0. (236)
el

— For every circuit C C E, with dependency ) ;ccnixi = 0 with
n; € Z, and for every connected component L of NjccH; a relation

A)
_ 1)l = 2.
; A;C = JCBm(AUB)eW’A’B 0 (2:37)
= e ZAuBug)

|B| even.

WL

where, for all i € C, ¢; :=sgnn;, cg = [[;cp ci-

Proof. Consider the map

®:&— H(M(A),Q), ewasnr [Mwasl

This map is well-defined — in fact, in the cohomology ring Equation
holds by Remark Equation already holds in the cohomology of
the ambient torus, and Equation holds by Theorem

Now fix, for every independent A C E, a subset D(A) C FE such that
AUD(A) is a basis of the matroid. Then, notice that relations and
allow us to express every generator in terms of generators ey, 4, where A is
a no-broken-circuit set and B is a subset of D(A). Then, with Lemma
the k-th graded part of the image of ® equals gr, H*(M(A), Q). We conclude
that @ is bijective, hence it defines the desired isomorphism. O

Remark 2.9.14. The relations in the presentation above hold for differential
forms and not only for their cohomology classes. As a consequence the space
M (A) is rationally formal. This fact has been already observed by [DP05] for
unimodular arrangements and proved by [Dupl6b] in general.

Remark 2.9.15. Notice that all relations of type are implied by those
associated with minimal linear dependencies (i.e., circuits).

Moreover, the above presentation is completely encoded in the datum of
the poset of layers of A (needed, e.g. for Relations (2.35), (2.37)) and in the
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(relative) sign pattern of the minimal linear dependencies. But by [Pagl9b)
Theorem 3.12] (see Corollary [2.2.13)), the latter can also be recovered by the

poset.

The complements of the two toric arrangements constructed in the already
quoted paper [Pagl9d] (see Remark turn out to have non-isomorphic
cohomology rings. Since the two arrangements have isomorphic matroids, this
implies that the cohomology ring cannot be determined purely in terms of the
arithmetic matroid.

Example 2.9.16. We can provide a presentation of the rational cohomology
of the complement of arrangement B. The cohomology ring is generated by:

1 (1 — 23y)? 1 3
wo Gy dlog < 23 ) Yo =5 dlog(z"y),
1 (1-y)* 1
=— ——dl
w1 i 1 g ( ) ¢1 i d Og(y)a
1 (1—2x)2 1
Wy =——dl =—dl
@y =5~ dlog ( - ) , s =5 dlog(a)
and
- _;1x3y2+x3y+4x2y+4xy+y+1dxd
PO T Ty (= 1) (et - 1) ’
- _ 1@yt ety + Aty +AGry +y 1
o {01 Ty zy (y—1) (z%y — 1) v
- _ L2y 42ty + 4Gty +4Gey +y+1
PO g ry(y = 1) (@%y — 1) !

2w

where (3 = e 3 . The relations are

Wow1 =Wp f0,1} + W 0,1} T Wr{o0,1};
—1o + Y1 + 3tp2 =0,

1
Wp,{0,1} — WoW2 + Wiwe = — P1th2 + orba + §¢0¢1
where the last relation can be verified checking the equalities

23y? 4+ 23y + 42’y + day +y + 1 Py+1 z+1

dedy — dydz+
zy(y —1) (2% — 1) y(@dy —1) x(z —1)
y+1 x+1 dxdy
dydx = =
y(y —1) z(z — 1) zy

1
= — dlog(y) dlog(z) + dlog(z>y) dlog(z) + 3 dlog(z3y) dlog(y).
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2.10 Integral cohomology

Proposition 2.10.1. The forms ww,a are integral forms.

Proof. We first prove our statement in the case when W is a point, hence
|A| = n and wyw 4 is a n-form.
We will prove that for any integral cycle S € H, (M(A);Z) the integral

S

is an integer number. From the Universal Coefficients Theorem this implies
that w4 is an integral form.

Now, let f : U — T be any covering that separates A and such that the
arrangement Ay is unimodular. For any cycle S € H,,(M(A);Z) we have

1 .
w = — w
/s WA degf/f—l(S)f( wia)
1 / U
= E wal(q)
deg f fﬁl(s) qufl(W)

where the last equality follows from Remark
Now we can observe that the integral

/ ()
)

does not depend on the point ¢ € f~1(W). Moreover, since W is a point,
deg f = |f~1(W)|. We thus have

/wW,AZ/ w4 (q)
S F=1(S)

for any point ¢ € f~1(W). Since the arrangement Ay is unimodular we have
(see (2:29)) w4 (q) = [Tica w¥ (). By definition each factor w¥(q) is an
integer form. Hence integrality of wg(q) implies integrality of wyy A.

In the general case let Wy be the translate of W containing the identity
of T. We can consider the projection myy, : T — T’, where T' = T/Wj.
The Wy-invariant characters x; for i € A induce characters x; of 7", defining
hypertori H! = mw,(H;) € T'. Let W' = 7y, (W) be the component of
(Niea H] corresponding to W and consider the associated form wy, 4, on T".
Then ww,4 = 7y, (W 4) and so integrality of w4 follows from integrality
of wyy 4, which is granted because W’ has dimension 0. O

Proposition 2.10.2. For any independent set AU B C E and for any layer
. A .
W in N;eaH; the form %UWA,B 18 integral.
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Proof. Let 2 = {b1,...,b4} be a basis of 'Y, We complete it to a basis
AUDB = {b1,...,b44B|} of I4UB. We can define the forms

1
= — dlog(e).
Uj 21 g(e )
Hence we can consider the square matrix M = (m;;) such that for every
j € AU B we have that
|Al+|B]

’gbj = Z mijvj.
i=1
The matrix M is a block matrix of the form

(M M
M‘(o M3>

with M; a |A| x |A| matrix and M3 a |B| x |B| matrix. For j > |A| we have

Al+|B . . .
that ww av; = ww,a ZLJ;}\A m;;jv;j, i.e., using only entries of M3. Hence

|Al+|B| |Al+|B|
mwas=+wwa [ ¢ =+detM)owa [ v
J=|Al+1 j=|A]+1
Since det(M3) = f:tt((]\]\fl )) = mf:éj?) we have that %WW, A,B Is an integral
form. ]

Recall the filtration F of H*(M(.A)) introduced in Definition [2.8.13

Fi H*(M(A); Z) := € H/ (M (A); Z) - H*(T; Z,).

Jj<i
From Definition B.6.1] we have that
[@i] = 2[w;] in Fy /Fo H*(M(A);Z)

and
@w,a] = 2 ww,a] in Fia /Fla H (M (A); Z) (2.38)

Definition 2.10.3. The Z-algebra R C Q*(M(A)) is the subalgebra gener-
ated by the closed forms wy, 40, where W runs among the layers of M;c a4 H;
for A independent and o € H*(T;Z).

Theorem 2.10.4. Let A be an essential toric arrangement. The integral
cohomology ring of M(A) is isomorphic to the algebra R:

R~ H*(M(A);Z).

In particular the space M(A) is formal.
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Proof. Since the relations given in the presentation of Theorem are
equalities between differential forms, the map i : R — H*(M(A);Z) sending
each form to its cohomology class is an injective map of filtered modules. In
particular it induces an homomorphism

gr(i): gr(R) — gr(H*(M(A);Z))

of graded modules. We claim that the map gr(7) is an isomorphism. Since the
strictly filtered map i is injective, gr(7) is injective too.

We will prove that gr(i) is also surjective. As seen in Equation , the
graded algebra decomposes as a direct sum

g (H'(M(A)) = @ H (W) o H (MAW);

WeL(A)
codim(W)=k

moreover the summand H*(W) ® H¥(M(A[W])) is generated, as a H*(T'; Z)-
module, by the elements 1 ® ey for A independent set such that W is a

connected component of (,. 4, H;. From Equation (2.38) and Lemma [2.8.14

we have
2w 4] = [ww,a] =2 (1 @ ea)w

where the inclusion of H*(W) @ H¥(M(A[W])) in gr,(H*(M(A))) is under-
stood.

Since the integral cohomology ring of the complement of an hyperplane
arrangement is torsion free [OS80], it follows that the algebra gr,(H*(M(A)))
is torsion free.

For every layer W and every set of indices A the element

(I®ea)w € gry(H"(M(A)))

is the image of wyy 4 and hence gr(7) is surjective. Since gr(¢) is an isomor-
phism, the claim follows. O

Proposition 2.10.5. The generators nw,a,p can be expressed in terms of the
generators of the ring R = H*(M(A);Z) as follows:

_ m(A\ C
Mw,A,B = %(_1)CI2A\C|£rL(>1))nL,A\C,BUC

where L is the unique connected component of Nic a\cHi such that W C L.

Proof. Take any covering f : U — T that separates A, e. g. the one given in

Proposition [2.8.3] From Definition Definition Lemma [2.9.10] and
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Definition 2.8.7 it follows that

F*Twap) = (~)f @B AV B S g

A
mA)
A U B
— (—tan =) Z [T¥ (@) — V)l =
gef~1(p)icA
AUB
(m(A) ) 3 (_1)€(A7B)+£(A\C,C)+|C|2|A\C|wg\o(q)wgwg
q€f~(p)
CCA

A\C
= f" Z(—1)|C|2|A\Clm;ﬁb(>l) )UL,A\C,BUC
ccA

where L is the unique connected component of M;c 4\¢H; containing W. The
equality follows from the injectivity of the pull-back map. O

Example 2.10.6. For the arrangement B the previous relation gives the fol-
lowing presentations for the integral cohomology. We can take as generators
the forms

1
~ L dlog(1 — =—— dlog(a*
wo 27r dlog(1 — z3y), Yo Qﬂidog(ﬂc Y),
1
=——dlog(1l — =—:dl
w1 2 dog( ), (03} 27rid0g(y)’
1
w2 delog(lfx) ?/)2:27rid10g($)
and
-1 2?y+ax+1 dzd
O T - @y ) Y
" _ =G (3a?y + Csz + 1 dzd
a0 T2 () = 1) (23y — 1) v
—(3 Gty + Gr+1 dedy

A0 T2 (1) @ty - 1)

and we have the equivalent for the relations obtained for the rational coho-
mology:

wi¢i =0 Vi,
Wow1 =Wp 10,1} T Wg {0,1} + Wr {0,1}

—po + Y1 + 31hy =0,

Wp,{0,1} — Wow2 + wiwz = — wota.
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As an example of application of Proposition [2.10.5] we can write the relation

2 1
Wp,{0,1} = 4wp 10,1} — g(wowl + wot1) + §¢0¢17

that can be also checked directly using the formulas above and the formulas
in Example [2.9.16

2.11 Cohomology generated in degree one

In this section we will analyze the property of the cohomology ring of being
generated in degree one. We will show that this property depends only on the
poset of intersections and we will give a combinatorial criterion to determine
when this property holds.

Lemma 2.11.1. Let B be a graded algebra and {F;};en an exhaustive filtra-
tion. Then B 1is generated in degree one if and only if grp B does. ]

Since H*(T;Z) ~ H*(C*;Z)®" is generated in degree one, H*(M;Z) is
generated in degree one if and only if A%*(A) is as well. A similar argument

show that H*(M;Q) is generated in degree one if and only if the same holds
for BY*(A).

Proposition 2.11.2. Let A be a toric arrangement and S C E be a indepen-
dent set of cardinality k. The following formula holds in A(A):

H1®€s: Z 1®657

ses WeSy
wens

where eg belongs to H*(M(A[W]; Z).

Proof. The formula is an easy consequence of the definition of product in the
algebra A(A). O

Remark 2.11.3. By Theorem the elements
1®es € H(W;Z) @ H*(M(AW];Z)

can be written uniquely as linear combinations of the 1 ®eg with S’ no broken
circuit.

1®eg = Z r%’T(l ®er) € HO(W;Z) @ HY(M(A[W]; Z)
T nbc-set

The coeflicients T%’T € Z are uniquely determined by the poset S<yy.

Definition 2.11.4. Let R* be the matrix whose columns are given by the
vectors (Ta/’T)W,T for all S of cardinality k.
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The matrix R¥ are merely the coordinates of the element 1®eg with respect
to the basis { 1 ® er | T nbe-set }. Recall the numbers Ny of Theorem [2.2.16

Theorem 2.11.5. The algebra H*(M(A); Q) is generated in degree one if and
only if all the matrices {Rk}kg have rank equal to Ny,.

Proof. Fix the degree k. The cohomology algebra is generated in degree one
if and only if B(A) is, this is equivalent to the fact that B%*(A) is generated
by B%!(A). This happens if and only if R* has a right inverse; it has a right
inverse if and only if R¥ has rank equal to dimg B“*(A) = N O

Theorem 2.11.6. The algebra H*(M(A);Z) is generated in degree one if and
only if all the matrices {Rk}kg have Nj-th determinant divisor equal to one.

Proof. As in the proof of Theorem the algebra A(A) is generated in
degree one if and only if R¥ has a right inverse with integer coefficients. By
the Smith normal form, this right inverse exists if and only if the Ng-th de-
terminant divisor is equal to one. ]
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Chapter 3

Poset, Topology and
Combinatorics

We show that the integral cohomology algebra of the complement of a toric
arrangement is not determined by the poset of layers. Moreover, the rational
cohomology algebra is not determined by the arithmetic matroid, however it
is determined by the poset of layers.

Section was appear in the first ArXiv version of [Pagl9d|, Sections
andhave appeared in the published version. Sectionis part of [Pag19b].

3.1 Introduction

The study of the poset of layers of a toric arrangement is a new problem in
this area of interest.

Definition 3.1.1 (Poset of layers). The poset of layers of a toric arrangement
A is the set of connected components of intersections of elements of A, ordered
by reverse inclusion.

Our interest was motivated by the attempt of finding an axiomatic defini-
tion of these posets, a cryptomorphism with arithmetic matroids, and the re-
lation with the topology of toric arrangements. Very few is known about these
posets: they intervals are geometric lattices. The particular case of graphical
toric arrangements is studied in [ACI7] and in [Bib16b] Bibby describes the
poset of toric arrangements associated to root systems. In [DGP17] this de-
scription of the poset is used to prove the shellability of posets associated to
root systems.

A natural question is the following;:

Question 3.1.2. How the poset of layers varies among all representations of
an arithmetic matroid?
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A related poset is the (arithmetic) independence poset of a toric arrange-
ment, defined in [Lenl7d, Definition 5], [Marl8, Section 2] (under the name
of poset of torsions), and [DDI18, Section 7] (under the name of poset of inde-
pendent sets).

Definition 3.1.3 (Arithmetic independence poset). The arithmetic indepen-
dence poset of a toric arrangement A is the set of pairs (I, W) where I C A
is an independent set and W is a connected component of ()I. The order
relation is defined as follows: (I1,W;) < (I2, W3) if and only if I; C I and
Wi O Wa.

D’Ali and Delucchi proved that both posets are homology Cohen-Macaulay
over fields of all but a finite number of characteristics [DD18]. It was conjec-
tured that the arithmetic independence poset is shellable, we confute the con-
jecture in Section Notice that the non-arithmetic versions of these posets
(the poset of flats and the independence poset of an ordinary matroid) are
shellable, and therefore Cohen-Macaulay over fields of every characteristic.

Plan

In Section we prove that, provided that the underline matroid is modular,
all posets of layers are isomorphic. Representable modular matroids are direct
sum of matroids of rank at most two (see [OxI11, Proposition 6.9.1]). This
decomposition holds as matroids, not as arithmetic matroids, thus we cannot
apply this technique to our proof.

The study continues in Section [3.3] with the introduction of discriminantal
toric arrangements in a, possibly disconnected, torus. We give the definition of
poset isotopy (roughly speaking it consists in translating the hypertori with-
out changing the poset of layers) and we prove that poset isotopy equivalent
arrangements are diffeomorphic. Moreover we show that not all arrangements
with the same characters and poset of layers are poset isotopy equivalent:
this property depends on which connected component of the discriminantal
arrangement they belong to.

In Section [3.4] we show that the integral cohomology algebra H (M (A),Z)
of the complement of a (central) toric arrangement is not combinatorial, i.e.
it does not depend only on the poset of layers (Theorem . This example
gives a negative answer to Question 7.3.1 of [CD17].

In section [3.5] we show that arithmetic matroids and matroids over Z
contain less information than the poset of layers. Indeed, we build two cen-
tral toric arrangements with the same arithmetic matroid, the same matroid
over Z, but with non-isomorphic posets of layers (Theorem and non-
isomorphic cohomology algebra with rational coefficients. As consequence,
there cannot exist a “cryptomorphism” between arithmetic matroids (respec-
tively, matroids over Z) and any class of posets such that — in the representable
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cases — the poset associated to the matroid coincides with the poset of layers
of any representation.

3.2 Modular matroids and their posets

In this section we introduce a family of groups {Kx(S)}s related to a toric
arrangements. We study their properties and we will use it to describe the
poset of layers of a toric arrangement. This is the key point in order to show
that the two arrangements of the Section have different posets of layers.

The following class of modular matroids is quite small, though it contains
free matroids and projective geometries. For a general reference on modular
matroids, see [OxI11), Section 6.9].

Definition 3.2.1. A pair of flats (S,T") is modular if the following equality
holds
tk(S) 4+ rk(T) =rk(SNT) +rk(SUT).

A flat S is modular if for all flats T' the pair (S,7T) is modular. A matroid is
modular if all its flats are modular.

The groups Hy(S5)

Let A be a lattice and { ve }..p be a finite set of elements of A. We define I's,
for S C E, to be the sub-lattice spanned by the vectors ve, e € S. The lattice
I'r has a main role in the following discussion, therefore we address to it as
I". Consider the functions ma and mr, from the subsets of E to the positive
integer, defined by

ma(S) def

Tor (A/ FS)‘ - ‘RadA FS/FS‘ - ’Eth <A/ FS’ZM

and by

mp(S) &

Tor (F/FSN _ ‘Radr FS/FS’ _ ‘Extl (F/FS7Z> ‘ _

This collection of vectors in A defines a matroid ([n],rk) that can be en-
riched by the multiplicity function mp and the triple ([n],rk, my) becomes a
representable arithmetic matroid. Alternatively, we can enrich the matroid by
the multiplicity function mr and obtain the representable arithmetic matroid
([n], tk, mr).

Recall the definition of the radical of a sub-lattice I C A’:

Rady I d:ef{v € A'| In € Ny such that nv € T'}.

Consider for each subset S of [n] the short exact sequence:

0 RadrTgq  RadaTgq  RadaTgq 01—y,
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We call the rightmost group Hy(.S) df Radp I's/RadrI's. Fix two subsets
S C T of E and examine the following commutative diagram.

l l Jz's,T (3.1)

0 Radr FT/FT _ . Radjp FT/FT —— HA(T) —— 0

Since Radr I'r NMRadp I's = Radr I's, the map ig 7 is injective. If rk(S) =
rk(T'), then ig 7 is the identity map because in this case we have the equalities
RadrI'r = RadrI'g and Radpy I'r = Rady I's. Let GG be the torsion of the
group A/T" and notice that Hx(E) = G, thus the groups Hy(S), S C E, are
subgroups of G.

Definition 3.2.2. The layer group LGA(S) of a representation A is the group

def

LGA(S) & Ext! (RadA Us 1 S,Z) — Ext! (A/F S,Z) .

We also define the relative layer group

LGr(S) &

Bxt! (Redr Ly g, 7) = Bxt! (D, 2).

For any S C T there is a natural map mgp : LGA(T) — LGx(S) which is
injective if rk(S) = rk(7") and surjective if |T'| —rk(T") = |S| — rk(S). We have
a bijection between the connected components of (),.g Hs and the elements

of LGA(S) since both has cardinality m(S). Moreover, the group Hx(S) has
ma(S)
mp(S)”

The groups LG, (5), together with the natural maps between them, deter-
mine the poset of layers of the central toric arrangement described by v; € A,

as shown in [Lenl7a]. The following lemma holds for a pair of modular flats

(see Definition [3.2.1]).

Lemma 3.2.3. Let S, T be a pair of modular flats. Then the following equality
holds

cardinality

HA(S)NHA(T) = Hy(SNT).

Proof. The equality Rady I's N Rady I'r = Rady I's N 'y always holds. The
modularity hypothesis implies that Rady I's "' I'r = Radp I'sqr, thus

_Rad,T dyT _
H(S) N Hy(T) = Radal's N Rady T RadyTgNRadpA T NT =
_Rad,T _
= 1ada SmT/RadAFSmTﬂF_HA(SmT) O
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The groups K,(S5)

For any subset S C E we define the group Kx(S) = Ext!(Hx(S),Z). For
S C T the dual of the diagram ({3.1]) is

0 —— KA(T) —— LGA(T) —— LGp(T) —— 0

lps,T lﬂ'S,T i’YS,T (3.2)

0—— KA(S) E— LGA(S) E— LGF(S) — 0

whose rows are exact. The map pg 7 is always surjective and is an isomorphism
if rk(S) = rk(7).

Lemma 3.2.4. Let T and S be two flats of a modular matroid (E,rk) and A be
a representation of an arithmetic matroid (E,rk, m). The following diagram
s a pushout diagram.

KA(S\/T) _ KA(S)

l -

KA(T) —— KA(SAT)
Proof. By Lemma the following diagram is a pullback diagram.

HA(S/\T) —_— HA(S)
HA(T) —— HA(SVT)

Applying the functor Ext!(e,Z) we obtain the claimed diagram. O

Let p; : G — K, for ¢ = 1,2, be two quotients of G by the subgroups L;.
We denote the pushout of p; and p; with

Aot KUK _G
Bog =7 i) ~pi(2) = VLi+ Ly

together with the two natural surjections s; : K; — K;; and s; : K; — K ;.
The pullback of s; and s; is

def
Ki xx,; K < {(2,y) € Ko< K | si(a) = 5,0} = 97,0 1
Lemma 3.2.5. Let G and G’ be two finite abelian groups of the same cardi-

nality, and for i <n let p; : G - K; and p, : G' — K] be quotients of G and
G'. We denote with K; ; (and with Kl']) the pushout of p; and p; (respectively,
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1:1

of p; and p’;). Suppose that there exist bijections f;i: Ki — Kj, for i < n,

such that for every i,j the diagram

K L K

G Ki; (3.3)

\pj fi / ’

Kj ——

commutes and that the induced map K;j — Kj; is an isomorphism. Then
there exist a bijection f:G — G’ such that p) o f = f; op; for all i.

Proof. Suppose first n = 1, for all x € K the sets p; ' (z) and p|~'(fi(x)) has
the same cardinality. We can choose a bijection f, : p; ' (z) — pi ' (fi(x)) for
all ¥ € Ky and define f(y) = fp,(,)(y). This function f is the sought function.

For n > 1, we want to reduce to the case n — 1. Let us fix i # j and
consider the pullback K; X, ; K; of the two maps K; — K, j and K; — K; ;.
We want to found a bijection

. 1:1 / /
fi,j : Ki XKi,j Kj — Ki XKL{J Kj.

Consider the pullback diagram

Kj —_—> K@j

and observe that by diagram (3.3) the two map from K; X, Kj to K{J

induced by f; and f; coincides. Notice that |K; X, K;| = % and

so |K; xg, , Kj| = |K] XK1 K|. Since the pullbacks in the category of Z-

modules and in the category of sets coincide, we have a well defined bijection
1:1

f@j : K XK K; — Kz/ XKZ{J Kj/ The bunch of n — 1 maps {fk}k;ﬁi,j U {fi,j}

satisfy the hypothesis, so by induction we construct the map f:G — G'. O

Lemma 3.2.6. Let A and A’ be two representations of the same torsion-free
arithmetic matroid whose underlying matroid is modular. Then the functor K
and Ky are equivalent, i.e. there exist a bijection f: Ka(FE) — Kp/(E) such
that for every flat S C E the map f induces a bijection fg: Kx(S) — Ka/(S).
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Proof. We define f by induction on the poset of flats of the underlying matroid.
Since Kx(0) = 0 = Kx/(0), the base case is done. Suppose that we have
defined fgs : Kp(S) — Kx/(S) for every flat S of rank less than k, compatibly
with the restrictions. For each flat T of rank k consider the set {Si,...,Sn}
of flats of rank k£ — 1 contained in 7. We apply Lemma to G = K\ (T),
G' = Ka(T), K; = KaA(S;) and K] = Ky/(S;). Lemma implies K;; =
K\(Si N Sj) and K{J = Kx/(Si A Sj), so the compatibility between fs,, fs;
and fgs;rs; ensure the condition . Thus we have a bijection fr : Kx(T) —
Ka/(T) compatible with the restrictions. We repeat this procedure for every
flat T of rank k and inductively for every flats. O

Theorem 3.2.7. Let (E,rk,m) be a torsion-free arithmetic matroid such that
the underlying matroid (E,rk) is modular. Then the posets of layers of all
representations of the arithmetic matroid are isomorphic.

Proof. An explicit description of the poset of layers of a central toric ar-
rangement is given in [LenI7a] in terms of the sets {LG(S)}scr and the
maps g between them. Any two representation A and A’ contain the
same representation I' of (F,rk,7), as shown in Section Observe that
LGA(S) = LGr(S) x Kx(S) as a set and mg 1 = (vs,7,ps,r) as map between
sets. Analogously, LGa/(S) = LGr(S) x Kx/(S) and 75 = (vs1,P57)-
We observe that K (S) = Ka(S), where S is the minimal flat containing S.
Consider the bijections fs of Lemma the maps

Id ng : LGF(S) X KA(S) — LGF(S) X KA/(E)

are compatible with (ys 7, psr) since fgopgr = p,,S,T fr for all flats S and T'.
Therefore, the two poset of layers are isomorphic. ]

3.3 Discriminantal toric arrangements

We want to study the continuous deformations of a toric arrangement. Since
the characters group A of a toric arrangement is a discrete set, no deforma-
tion can change the set of characters in A, however it is possible that some
hypertorus in the arrangement are translated.

A particular nice type of deformation is the poset isotopy, which is by
definition a deformation that does not change the poset of layers. Two toric
arrangements are said to be poset isotopy equivalent if there exists a poset
isotopy that deforms one into the other. This notion has already been defined
in the context of hyperplane arrangements, see [OT92, Definition 5.27].

There are two natural questions:

1. Are two poset isotopy equivalent toric arrangements diffeomorphic? Are
they homeomorphic? Are they homotopy equivalent?
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(a) M(A) (b) M(A)

Figure 3.1: Representations of the two arrangements on the compact subtorus.
The red subtori are the hypertori Hy and Hj.

2. Are two toric arrangements with isomorphic poset of layers and same
characters poset isotopy equivalent?

In this section we will give a negative answer to the second question and a
positive one to the first question.
The following example was suggested by Filippo Callegaro and it is a

counterexample to the second question.

Example 3.3.1. Let A and A’ be the following two toric arrangements in

T? = hom(Z?, C*):
.A:{<(1) (1)>a(171717C7)}7

A={(5 7 0 1) el

where ¢ is a primitive 7*"-root of unity.

N~ =~
_o = O

These arrangements have the same poset of intersections & and the same
characters x; for ¢ = 1,...,4, therefore by Theorem [2.10.4] their integral co-
homology groups are isomorphic.

Definition 3.3.2. A layer W € S is generic if there exist exactly rk W hy-
pertori containing W.

A poset is generic if all layers in S are generic.

A poset S is nearly generic if there exists a layer W € S such that all
layers W not containing W are generic.
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Clearly, generic arrangements are nearly generic. We fix n characters y;
in A and study the poset of layers of A = {(xi, b;) }i=1,....n, Where b; ranges in
C*.

Theorem 3.3.3. The subset of (C*)" given by
L(S) ={(bs)i € (C)" | S({ X bi Yy, ) = S}

is a smooth locally closed subset of (C*)™. Moreover, if S is nearly generic
then L(S) is connected or empty.

For each b € (C*)" define the hypertori H; = H;(b) = Vr(1 —bix;) C T
fori=1,...,n.

Lemma 3.3.4. For all subset j of (1,...,n), the set
Bj ={be (C)" | Hj (b) N --- N Hj, (b) # 0}

is a connected torus in (C*)". Moreover, the intersection of Hj ,..., Hj, in
T is independent, up to translation, of the point b € B;.

Proof. Without loss of generality we suppose j; = i, for i = 1,...,k and study
the subtorus Y of
(CH™" = SpecClbi!, ..., b 2 .. 2F

r¥n »~r
given by the equations I = (1 — b;X;)i=1,.. k- The rings morphism

+1 £1 1 £1
C[bid,---7bfl]—>c[b1 Y S N }/I

induces a projection between the associated tori:

p: Y — (CH”
(b,z) — b

The image of the map p is the closed subset B described by the contracted
ideal
I° = (1= bixi)iz1,. s NCPTL, . b

Given that the intersection of Hy(b),..., Hi(b) is non-empty if and only if b
is in the image of p, B coincides with Bj;. The elimination ideal of a bino-
mial ideal is still binomial: this is a standard fact about binomial ideals and
Grobner bases (for a proof see [ES96, Corollary 1.3]). In our case, since I is
a binomial ideal, I¢ is binomial and the closed subset B is a torus. Moreover,
B is connected since it is the image of the connected torus Y under the map
p.

The fibers of the map p are either empty or a torus. In the latter case the
torus has codimension rk([k]) and m([k]) connected components. The fibre of
a point in B, seen as torus in 7', is obtained from any other non-empty fibre
by translations. ]
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Recall that x;, ¢ = 1,...,n, are characters of a r-dimensional torus.

Remark 3.3.5. Let j be a sublist of (1,...,n) of cardinality k. The torus Y
is of dimension n + r — k, so the set B; is of dimension n +r — k — 1k j.
In particular, B; is a hypertorus in (C*)™ if and only if j is a circuit (i.e.
rkj=r—k+1). -

Definition 3.3.6. The centred toric arrangement D(x1, X2, - -, Xn) given by
the sets Bj,for all circuits j, in T" = (C*)" is called discriminantal toric
arrangement associated with the n characters x;, ¢t =1,...,n.

Proof of Theorem[3.5.3. 1f S is not S({(bi, xi)}i=1,...n) for some b;, there is
nothing to prove. Otherwise, for each layer W of S, let j(W) be the ordered
set: B
JW) ={i| A <W}
where A; is the atom of S associated with 4.
The condition S({(ai, Xi)}i=1,..n) = S is equivalent to

Vae (CHIWeS (geBl@l’gi(W))

By Lemma the set

N Biw\ U B
WeS, JZi(W)
YWeS,
is locally closed in (C*)" and open in the torus [\ cs Bjw), hence it is also
smooth.

If W is a generic layer, then we have that B; = (C*)" for all sets j included
in j(W). Let S be a nearly generic poset and W non-generic maximal layer;
then the equality L(S) = B, i) \ Usome j Bj holds. If L(S) is nonempty, it is
an irreducible set; it is connected in the Zariski topology and thus also in the
euclidean one. O

Example 3.3.7 (continuation of Example (3.3.1). Let S be the poset as-
sociated with A or, equivalently, to A’. The discriminantal toric arrange-
ment associated with (§199¢) is the centred toric arrangement in (C*)* =

Spec C[{a;"!};<4] given by the subtori
33,4 =V(1-— a3a4 )

(
3172,3 = V(l — a1a2 ag)
Bi2a=V(1—aiay aZ)
7 ~1
Biosza = V(1 —aja;'al, 1 —aza;t).

All the others B; are equal to (C*)* and consequently the subset L(S) is

L(8) = Bi23N Bi2a\ B3y = {a| ay'ay = af = aj, as # as}
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Hence the set L(S) is the disjoint union of six connected 2-dimensional tori.
The two arrangements A and A’ belong to different connected components
so they cannot be deformed one into the other by means of translations. We
have thus shown that A and A’ have the same characters and the same poset
of intersections but are not poset isotopy equivalent, see Definition [3.3.8

Definition 3.3.8. A deformation of a toric arrangement is a collection of
n hypersurfaces H; in (C*)" x B (where B is an algebraic variety over C)
such that for every point b € B the subset H; N pry L(b) is a hypertorus in
(C*)" x {b}. We call M, the open set (C*)" x {b} \ U,<,, H:-

A deformation is said to be a poset-preserve deformations if the poset of
layers of My does not depend on the point b € B.

We said that two toric arrangements My, My C T are poset isotopic equiv-
alent if there exists a layers-preserve deformation in T'x B, B connected, such
that the pair (7, M1) (and (7, M2)) is isomorphic to a fiber (7" x {b1}, My, )
(and, respectively, to (T x {b2}, Mp,)).

The next result is an analogous to the one on hyperplane arrangements of
Randell [Ran89].

Theorem 3.3.9. If the toric arrangements M,M' C T are poset isotopic
equivalent then M and M’ are diffeomorphic.

Since the group character A of a torus T is a discrete set, two poset isotopy
equivalent arrangements M and M’ are described by the same characters
X1,---5Xn- Let S be the poset of layers of M or equivalently of M’, the base
B of the deformation can be chosen to be a connected component of L(S).
Call U the closure of B in (C*)", clearly U is a connected torus (possibly
translated) of dimension m.

Consider the torus 7' x U with coordinates (z;, a;) as before, with hypertori
defined by 1 — a;x;(2) = 0 and call M the toric arrangement (T x U) \
Uiz1,.. . V(1 —ajx;(2)). Choose a component-wise embedding of T x U in
(PYH" x (P)™. The main result of [DGISH] is that there exists a smooth
project variety W obtained from (P!)"*™ by means of a suitable sequence of
blow-ups that contains M. Call Wp the inverse image of (P!)” x B through
the natural map W — (P1)™+™.

Let w:Wp — B be the composition of the natural map Wg — (P})" x B
with the projection onto the second component.

Lemma 3.3.10. The map w:Wp — B is a projective smooth map.

Proof. The morphism Wg — (P!)” x B is projective and smooth by base
change of a blow-up map. The projection (P!)” x B — B is projective and
smooth. So the composition w is smooth and projective. O

Lemma 3.3.11. The variety Wp admits a Whitney stratification whose open
stratum is naturally isomorphic to M.
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Proof. The complement K of M in Wg is a union of some smooth divisors
Ki, i = 1,...,k. Moreover K is normal crossing (see [DGI8b]). Consider
the stratification given by the closed sets IC;, ¢ = 1,...,k. Each stratum
has smooth closure in Wp, therefore by |[Ran89, Lemma] this is a Whitney
stratification. ]

To prove of Theorem we follow the ideas of [Ran89)|.

Proof of Theorem[3.3.9 We apply the Thom’s isotopy theorem ([GMS8], Sec-
tion I Theorem 1.5]) to the map w. Consider the Whitney stratification on
Wpg of Lemma Since the poset of layers is the same for every point
b € B, the restriction of the map w:Wp — B to every stratum is a submer-
sion. Hence for all b € B, there exists a smooth stratum-preserving map h
such that the diagram below commutes:

WB—>B><w

\/

Thus for all ¥ € B, M and My are diffeomorphic. O

3.4 A first example

The example that we will expose in this section is a generalization of [CD17,
Example 7.3.2]. Using Theorem and Theorem we compute the
cohomology algebra

Let A = @, cny A" be a graded-commutative R-algebra and consider for
each a € A! the left multiplication 67, : A* — A1, The pair (4;d,) is a
complex for each a € Al.

Definition 3.4.1. The k™ resonance variety of A is
RE(A) ¥ (o e AL | HF (A, b4) # 0}

The k™ resonance varieties (with coefficients in the domain R) for a toric

arrangement A is
def

R¥(A; R) = RF(H*(M(A); R)).

We will use only the first resonance variety R'(A, R) of a toric arrangement
A, where R is the ring Z or Q.

In this section we set T' = (C*)2. Consider the arrangements A and A% in
T defined respectively by the matrices

(1 0 1 o (1 a a+1
N‘(o 1 1> andN“‘(o non >

96 Roberto Pagaria




3.4. A FIRST EXAMPLE

where n is a positive integer and a,a + 1 are relatively prime to n.

We use Theorem to calculate the Poincaré polynomials of these
arrangements. The Poincaré polynomial of M(A) is 1 + 5t + 6t> and that
of M(A2) is 1+ 5t + (2n + 4)t2. The arithmetic Tutte polynomial of the
arithmetic matroid ([3],1k4,m4) is 22 + 2 + y, the one of ([3], rk 4a,m4a) is
2 + z + ny + 2n — 2. By the way, we have rk4 = rk ga.

Theorem 3.4.2. Let n > 5 be a natural number relatively prime to 6, the
arrangements AL and A2 have isomorphic posets of layers but non isomorphic
cohomology algebras with integer coefficients.

From Theorem [2.9.13| the two arrangements Al and A2 have isomorphic
cohomology algebras with rational coefficients. We need a couple of lemmas
to prove Theorem |3.4.2

Lemma 3.4.3. Let A be a graded-commutative algebra over Q. The first
resonance variety RY(A) is a union (possibly infinite) of planes in A'.

Proof. If a € R'(A), then there exists 3 € Al \ aQ such that a3 = 0. Thus,
the plane generated by a and f3 is contained in R'(A). We obtain the desired
result from the arbitrariness of a € R1(A). O

We use coordinates t1,t2 on T and we apply Theorem [2.6.10, The coho-
mology ring of M(.A) is generated by the closed forms
1

= dlog(1—1t¢
i Og( 1)’

w1

1
= —dlog(l —t
w2 o7 Og( 2)’

1
= —dlog(l — t1¢
w3 =5 og( 1t2),

associated with the hypertori Hy, Ho, H3 respectively, together with the forms

P = % dlog(t1) and ¢e = % dlog(t2) (13 is equal to 11 +1)2). The relations
are:

wiwe — wiws3 + wawg — w3t = 0,
w11 =0,
wathy = 0,
w31 + wshe = 0.
Lemma 3.4.4. The first resonance variety R'(A; Q) of the complement of A
is the union of the following five planes of H'(M(A); Q);
Py = (w1, ¢1),
w2, P2),
w3, P1 + Pa),
w1 — w3, w1 — wa — Y1),

Wy — w3, w1 — wa + P2).

(3.4)

Py =
Py =
Py =
Py =
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Proof. The multiplication map f : H*(M(A)) ® HY(M(A)) — H?(M(A)) is
surjective and factors through A% H'(M(A)). The kernel of

f: N2 HY(M(A)) — H*(M(A))
alp— af

has dimension 4 = (g) — 6, hence L & P(ker f) ~ P? is a linear subspace of
P(A2HY(M(A))) ~ P,

An element o € H'(M(A)) belongs to the first resonance varieties if and
only if there exists 3 € H'(M(A)) such that af = 0 in H?(M(A)) and
B & Ca. This implies that aAS is in ker f and so [aAf] is in the linear subspace
L. Viceversa if [y] belongs to L and is a decomposable tensor (i.e. belongs to
gr(2, HY(M(A)))) then [y] = [a A 8] and the plane (o, B) is contained in the
first resonance variety.

Now we prove that the intersection L N gr(2, H'(M(A))) is the disjoint
union of five points. The relations in eq. implies the following factorized
equations

(w1 —w3) (w1 —wg — 1) =0,

(w2 — w3) (w1 —wa +12) =

These equations ensure that the five different points [P;], ¢ = 1,...,5 lie in this
intersection. The dimension of the Grassmannian gr(k, V) is k(dimV — k),
which in our case is equal to 6. Moreover, when k = 2 its degree coincides with
the Catalan number Cgn 2. The formula for the degree of the Pliicker em-
bedding of the Grassmannian is due to Schubert in 1886, we refer to [GW11].
Hence gr(2, H'(M(A))) has degree 5 and every P? C P? intersects gr(2,5)
scheme-theoretically in five points (this is the general case) or in a sub-variety
of positive dimension.

We exclude the latter case by explicit computation. Fix the Pliicker co-
ordinates [z;;]1<i<j<5 of PY, where {w1,ws,ws, 11,12} is the chosen basis of
H'(M(A)). The coordinates of the five planes — in lexicographical order
[1'172, 1,3,T14,--- ,$475] — are:

P, =10,0,1,0,0,0,0,0,0,0],
P, =10,0,0,0,0,0,1,0,0,0],
P; =10,0,0,0,0,0,0,1,1,0],
Py=[1,-1,1,0,1,0,0,—1,0,0],
P;=[1,-1,0,0,1,0,—1,0,1,0].

Thus the linear subspace L has equation given by the ideal

def
I = (x15, ®24, 45, T12 + 13, T13 + T23, 13 — 34 + T35).
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The equation of the Grassmannian are given by the Pfaffian of principal minors
of size four of a skew-symmetric matrix. Thus the defining ideal is

def
J = (T12%34 — T13%24 + T14T23, T12T35 — T13T25 + T15223,
T12T45 — T14225 + T15T24, T13T45 — T14T35 + L1534,

L2345 — L2435 + L25L34)

and the sum of the two ideals is

I+ J = (15, ¥24, T45, T14T25, 14235, T25T34, T12 + T13, T13 + T23,

13 — T34 + X35, T12T34 + £14723, T12T35 — T13T25)-

This last ideal is zero dimensional; this computation was done in Sage [Thel§)|
and by hand. Therefore, the intersection of the subspace P(ker f) with the
Grassmannian gr(2, H*(M(A))) is (scheme theoretically) the union of five
points. Since we have exhibit five distinct rational points, we obtain that
the first resonance variety R'(A; Q) is the union of the five corresponding
planes. O

The map T' — T defined by (t1,t2) — (t1,t{t5) is a cyclic Galois covering.
For every n and a the above map restricts to a Galois covering 7, : M(A%) —
M (A) with Galois group Z/nZ. The map m, induces an inclusion

o H (M(A); Z) — H*(M(A7); Z)

of cohomology rings with integer coefficients.
Since n is coprime with 2 and 3, H' (M (A2%); Z) has rank five, equal to that
of HY(M(A);Z). Let a = 5 dlogt; and 8 = 5L dlogts be the two canonical

generators of H(T;7Z) as sub-lattice of H'(M(A%);Z): then the morphism
st

N

a(¥1) = o,
;(¢2) = nﬁ + aa,
(wi) = w; fori=1,2,3.

N

)

Lemma 3.4.5. The first resonance variety R'(A%;7Z) is the union of the
following five sub-lattices of H'(M(A2);7Z):

= (w1, ),

= (wo,nf + aa),
(wg,nf + (a+ o),
=

=

w1 — w3, ws — w1 + ),

w2 — w3, w1 — wa + nf + aq).
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Figure 3.2: The Hasse diagram of the poset of layers of Al which coincides
with the one of A2

Proof. For i = 1,2, the lattice H'(M(A%);Z) is embedded in H*(M(A);Q)
and the first resonance variety R'(A%;Z) is the intersection

R'(A%Z) = RYA;Q) (| HN (M(AS); Z). O
Now we can complete the proof of Theorem [3.4.2

Proof of Theorem[3.7.3 The posets of layers S(AL) and S(A2) are isomorphic
because they have 3 connected hypertori that intersect in n points (1,¢%) for
i=0,...,n—1 (where ¢, is a n'" primitive root of unity). The Hasse diagram
of the posets of layers in the case n = 7 is represented in Figure Suppose
that there exists an isomorphism o: H*(M(AL); Z) — H*(M(A2);Z); then ¢
must map R'(AL;Z) isomorphically into R'(A2;Z). Furthermore, ¢ sends
each component Q} into another component Q?(i). For each (i,7), consider
the cardinality c¢®(i, j) of the torsion subgroup of H*(M(A%);Z)/(Q%, QF) for
a = 1,2. The value of ¢*(7,7) is n when (i, 7) = (1,2),(1,3),(2,3),(4,5) and 1
otherwise, both for @ = 1 and a = 2.Thus, ¢ maps Q}, Q3, Q1 into Q%,Q3, Q3
in some order. For a = 1,2 the following equality holds

HY(C)%:2) = Rad( (] (Q1QD).

1<i<j<3

hence ¢ preserves the sub-lattice L e HY((C*)?2Z) = (o, ). Now we claim
that there is no linear map ¢z, : L — L that sends the three sub-lattices

{QINL,Q3NL,QsNL}

into { Q2N L,Q3N L, Q3N L} in some order. The three one-dimensional lat-
tices are QINL = (a), QANL = (nB+a), QiNL = (nB+2a) for the arrange-
ment A} and the lattices Q?NL = (), Q3NL = (nB+2a), Q3NL = (nB+3a)
for the arrangement A2. In the case a = 1 we can find generators for two of
those lattices (e.g. —a and nf + «) such that their sum belongs to the sub-
lattice nL. This property does not hold for the arrangement A2: indeed
ta+ (nf+2a), £a £ (nf + 3a), £(nf + 2a) £ (nf + 3a) are not in nL (here
we use n # 5). Thus, we conclude that the map ¢ cannot exist. O
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3.5 A second example

The following example is constructed by looking for two toric arrangements
with the following properties. The underline matroid is not a modular ma-
troid. The two toric arrangements are coverings of the same toric arrangement
with non cyclic Galois group. The smallest example of such arrangements must
have rank at least three and four hypertori.

Consider the three matrices

1113 1 416 1001
N=105 05|, N=|0505], N'=[0101
0055 005 5 0011

These integer matrices describe three central toric arrangements A, A’ and
A" in T = (C*)3. Both A and A’ are Galois coverings of A” with Galois group
Z5 X Z5.

Let ([4],rk, m) be the arithmetic matroid defined by rk(S) = min(|S], 3)
and by

1 if[s <1
m(S) =45 if|S|=2.
25 if 5] >3

Remark 3.5.1. If we identify Ext!(Z2,Z%) ~ (Z2)? using the canonical basis of
73 and if we choose as representation of (F,rk,m) the columns of the matrix
N", then the representations N and N’ are classified by the two different

elements
-1 0 1 -1 0 1
-1 10 ’ -4 1 0
of C, respectively.
Let M be the matroid over Z defined by

VA if |S| =0
/i if |S|=1
7 x 7./57. if |S|=2"
Z/57 x Z/5Z if |S] > 3

M(S) =

Theorem 3.5.2. The matrices N and N’ are representations of the arithmetic
matroid ([4], vk, m) and of the matroid M over Z. Moreover, the posets S(A)
and S(A") are not isomorphic.

Proof. The first assertion follows from the Smith normal form of N[S] and
of N'[S], the matrices obtained from N and N’ by taking only the columns
indexed by S. The second one follows from Lemma below. O
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The Poincaré polynomials of the complements M (A) and M (A") coincide

with
P(t) = P'(t) = 110> + 41#* +- 7t + 1.

The one of M(A") is P"(t) = 14t> + 17t> + 7t + 1. The Tutte polynomial of
the arithmetic matroid ([4],tk,m) is 2® + 2% + 25z + 25y + 48 and the one
associated with N” is 23 + 22 + = + y.

Define a Vb as the set of all least upper bound of a, b in the poset of layers.
Consider the following property

3, jY ULk, 1} = [4]VaciVj YbekVi(aVb#0). (P)

In other words, the property for S(A) (or for S(A’)) says that there exists
a choice of two hypertori H;, H; in A (resp. in A") such that every connected
component of H; N H; intersects every connected component of Hy N H;.

Lemma 3.5.3. The property (P) holds for S(A) but not for S(A").

Proof. We first discuss the poset S(A’). Consider (i, j, k,1) = (1,2,3,4), there
are five possible joins 1V 2 that correspond to the five layers

r=1
ay :
y=u

where g runs over all the fifth roots of unity. Analogously, the joins of 3 and

4 are the five layers
x=2°
be -
‘ {y = (2°

where ¢ runs over all the fifth roots of unity. A join a, V b¢ exists if and only
if the system

rx=1
y=u
e (3.5)
y=(z°

admits a solution. If { = u, then the system has five solutions, otherwise there
are no solutions. In particular, the property does not hold for the poset
S(A".

The following case by case analysis shows that the three systems for the
arrangement A analogous to have always a unique solution:

Yy=H z=p Yz =p ]
5 ’ 5 ’ 5

zz° =1 zy® =1 zy’ =1

zy2® = a?y’z = y =Gz
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Proposition 3.5.4. The spaces M(A) and M(A’) have non-isomorphic co-
homology algebras with rational coefficients, i.e.

H*(M(A); Q) # H (M(A); Q).

Proof. Suppose that an isomorphism ¢ : H*(M(A); Q) — H*(M(A"); Q) ex-
ists. We claim that ¢(H*(T;Q)) = H*(T;Q) where T is the ambient torus.
The proof of the claim is analogous to the one of Lemma The first
resonance variety of M(A) and M (A’) are the union of the four planes

= (w1, a),
w2,4a+55) = (w9, + 50),
w3, o+ 57), Q3 = (w3, + 57),
wy, 3o+ 56 + 57), Q) = (w4, 6+ 58 + 5v),

wr, @),

=
=
=
=

since the unique relations in cohomology of degree two are w;1; = 0 (see The-
orem [2.9.13)). Thus there exists a bijection f : [4] — [4] such that ¢ sends Q;
into QIf(i)’ fori =1,...,4. Since HY(T;Q) = m?:1<Qj>j7éi in HY(M(A); Q)
and HY(T;Q) = ﬂ?ﬂ(Q;)#i in HY(M(A'); Q), the map ¢ preserves the sub-
space H*(T;Q). Consider now the quotients S* = H*(M(A);Q)/(HY(T;Q))
and S" = H*(M(A);Q)/(HY(T;Q)). The multiplication map S* x $? — $3
has rank 51, instead the map S’ x 8’2 — S has rank 43. The rank of the
two multiplication maps can be calculated with a computer. Therefore the
map ¢ cannot be an isomorphism. O

The difference between the rank of S' x §2 — 83 and 8" x §2 — S can
be explained intuitively.

For every I C [4], the set of connected components of N;e7 H; has a natural
group structure, induced by the ambient torus. We call this group LG(I).
Moreover given I C J C [4], there exists a natural group homomorphism
m: LG(J) — LG(I) that maps a connected component W to the unique
connected component of ();.; H; containing W. In our case, since ) i Hj =
(jep Hj for all @ € [4], the map LG([4]) — LG([4] \ {¢}) is the identity. Call
mi;: LG([4]) = LG({4,j}) the canonical projection.

Given [ and J of cardinality two, there exists an isomorphism go{ such
that the following diagram commutes

LG([4]) —— LG(I)

if and only if kerm; = kerwy. We compute all these kernels both for A
and A’ and we report it in Table where e; and ey are two generators of
LG([4]) ~Z/5Z x Z/5Z.
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Table 3.1: For every set I C [4], |I| = 2, we describe the kernel of 7 and of
e

I ker 7y ker 7}
o[ (o) (&)
{1,3} (e1) (e1)
{14} | (e1—e2) | (e1—e2)
{2, 3} <4€1 — €2> <61 - €2>
{2, 4} <261 - 62> <3€1 - 62>
{3.4} | (3e1—e2) (e2)

From Theorem [2.9.13] we have that S* is generated by the image of w; :=
W, gy for i € [4], of Wy s for |I| = 2 and a € LG(I), and of @y, 4\ (5} for i € [4]
and b € LG([4]). The linear relations are

4

D D)Wy pp gy =0

i=1

for each b € LG([4]). The product S! x $? — 53 is defined by

Wil (jky = (DU NG Gy
bEﬂ;;(a)

The analogous definitions and formulas hold for the arrangement A’. In the
algebra S’ the following relations hold for a € LG'({1,2}) and ¢ € LG/({1,4}):

= I\t — _
(wl — Wy + w3 — w4)(wa,{1,2} + w(pi’é(a)’{gA}) =0,

— — — — N\ (—1 —
(@) +wy — Wy — w4)(wc,{1,4} + W@ﬁ(c)’{z,?,}) =0,

since kerm o = kermy, and kerm , = kermy3. These equations give ten
independent relations, the corresponding relations in the algebra S* are only

two:

(@1 — W + w3 —w4)< Y Wapyt D, wb,{3,4}> =0,

a€LG({1,2}) beLG({3,4})
(W1 +wp — W3 — w4)< Z We {14} T+ Z wd,{2,3}> =0,
ceLG({1,4}) deLG({2,3})

since ker 7y o # ker w3 4 and ker 7 4 # ker ma 3.

By [DRI8, Theorem E|, the G-semimatroids described by N and N’ are
different.

D’Ali and Delucchi proved that both posets are homology Cohen-Macaulay
over fields of all but a finite number of characteristics [DD18]. It was conjec-
tured that the arithmetic independence poset is shellable. Notice that the non-
arithmetic versions of these posets (the poset of flats and the independence
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poset of an ordinary matroid) are shellable, and therefore Cohen-Macaulay
over fields of every characteristic.

Let M be the arithmetic matroid associated with the matrix IV, by using
the algorithm described [PP19b], we find that M has 13 non-equivalent es-
sential representation. These 13 representations give rise to 3 non-isomorphic
posets of layers. These 3 posets are realized by the matrices N, N’ and

2 1
0 5
)

1
0
0 -5

O Ot N

The homology of the order complex of the poset of layers (with the bottom
element removed) is equal to (0, Zs,Z*®) in all 3 cases. In particular, these
posets of layers are not Cohen-Macaulay in characteristic 5, and therefore are
not shellable. However, posets of layers of toric arrangements associated with
root systems were proved to be shellable [DGP17, [Paol§].

The arithmetic independence posets of the 13 representations of M are
pairwise isomorphic. Their order complexes (with the bottom element re-
moved) have homology (0,Zs,Z™). Therefore these posets are not Cohen-
Macaulay in characteristic 5, and are not shellable.

Our observations settle a number of different conjectures about the posets
associated with a toric arrangement, but also highlight the following problem.

Question 3.5.5. Let M be an arithmetic matroid. Are the arithmetic inde-
pendence posets of the representations of M always pairwise isomorphic?
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Chapter 4

Cohomology of
Configurations Spaces

We study the rational cohomology of the configuration space of unordered
points on closed orientable surfaces. In particular, we compute the mixed
Hodge structure on the cohomology and the action of the mapping class group,
by finding a series with coefficients in the Grothendieck ring of sp(2g) that
describes explicitly the decomposition of the cohomology into irreducible rep-
resentations. From that we deduce the mixed Hodge numbers and the Betti
numbers, obtaining a formula without cancellations. In the case of the 2-torus
we compute the structure of the cohomology ring and we prove the formal-
ity over the rationals. We also conjecture the mixed Hodge numbers of the
ordered configuration spaces on the 2-torus.

The results of Section [4.3]are essentially new and unpublished. Sections[4.2
and appear in [Pagl9c| and Sections to are taken from [Pagl9al.
Some minor results also appear in [Pagl8¢].

4.1 Introduction

Configuration spaces of points are related to physics (state spaces of non-
colliding particles on a manifold), robotics (motion planning), knot theory,
and topology. Configuration spaces give invariants of the homeomorphism
type of the base space. In the algebraic setting, configuration spaces are open
in the moduli spaces of points.

The ordered configuration space of n points in a topological space X is

Fo(X)={(p1,...,pn) € X" | pi # pj}.

We are interested in the unordered configuration space of X, that is
Co(X) = {Ic X ||I| =n} =Tn(X) g .
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Since the literature is very extensive, we compare our work only with the
main results on the (co-)homology of configuration spaces. The first com-
putation of the cohomology algebra of configuration spaces is due to Arnold
[Arn69, [Arn70] in the case of R?. This result has been generalized by Co-
hen, Lada, and May [CLM76] to the configuration space of R™ and later by
Goresky and Macpherson [GMS88]. Partially additive results have been ob-
tained: by Bodigheimer and Cohen [BCS8§]| for once-punctured oriented sur-
faces, by the same authors and Taylor [BCT89] for odd dimensional manifolds,
and by Drummond-Cole and Knudsen [DCK17] for surfaces in general. How-
ever there is no description of the ring structure. The Betti numbers C,(X)
are described in the following cases: for X = P?(R) by Wang [Wan02], for X
a sphere by Salvatore [Sal04], for X = P?(C) by Felix and Tanré [FT05] and
for elliptic curves by Maguire and Schiessl [Mag16], [Sch16].

The Euler characteristic of the configuration spaces of any even-dimen-
sional orientable closed manifold M was computed by Felix and Thomas in
[ET00] by the following formula:

S X(Ca(M))u" = (14w,
n=0

In the case of surfaces, this formula can be obtained from eq. (4.21]) by setting
t = s = —1 and taking the dimension of the representations.

Results

We compute the rational cohomology of C,(¥X,) where ¥, is the Riemann
surface of genus g. We improve the previous results on configuration spaces
on surfaces in three ways, see Theorem

e we determine the mixed hodge numbers,

e we describe the action of the mapping class group on the gradation of
the cohomology,

e we obtain a formula for Betti numbers without cancellations.

We also improve the previous results on configuration spaces in an elliptic
curve in three ways.

e We describe the action of the mapping class group on the cohomology
(no gradation for the torus), see Theorem [4.4.5]

e We give an equivariant description of the ring structure of the cohomol-

ogy (Theorem |4.4.11)).
e The formality result over the rationals is proven in Corollary
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4.1. INTRODUCTION

Techniques

The main tools used are the KrizZ model and representation theory. The Kriz
model [Kri94 Tot96, [FM94] is the differential graded commutative algebra
over Q (for short DGCA)

A (X ) = H X @AV

where V' is the Q-vector space with basis {G; ;}i<; and

1= (GijGik + GjpGik + GigGij, Gij(xi = 2)))icj<ken),
ceH* (X)
where the element z; is 1®1® - @z ®---®1 € H*(X)®" with z in position
i. The differential d on A(X,n) is defined by d(z;) = 0 and by d(G; ;) = A j,

where A, j is the class of the diagonal in H*(X)®? < H*(X)®". The bide-
grees of the generators are |z;| = (|z[,0) and |G;;| = (0,2d — 1), where
d = dimc X. There is an isomorphism of bigraded algebras H(A(X,n),d) ~
H(Fn(X)), where the bigradation on the cohomology is given by the mixed
Hodge structure. This model was generalized by Bibby [Bibl6a] and Dupont
[Dupl6a] to general arrangements of hypersurfaces in smooth projective vari-
eties.

Remark 4.1.1. The model A>* coincides with the Kriz model E; introduced
in [Kri94] up to shifting the degrees, i.e.

AP >~ pprta
q

The dga E; is a rational model for X, as shown in [Kri94, Theorem 1.1].

The symmetric group &,, acts on the algebra A(X, n) and the &,,-invariant
subalgebra is a model for the space C,,(X), indeed we have the isomorphism
H(A(X,n)%",d) ~ H*(C,(X)). We use the results of [AABI4, [Azal5] that
describes the action of the symmetric group on the Kriz model.

Let ¥, be a Riemann surface, I'y be its mapping class group, and I, be
the Torelli subgroup. Recall the short exact sequence

0—1I,—-T,—Sp(2g9) — 0.

The natural action of the subgroup I, on H*(C,,(X,)) is not trivial, but the in-
duced action on grp, H*(C, (X)) is trivial. Indeed,we have grp, H*(Cp(2,)) ~
H*(A(X4,n)%",d) functorially, hence the isomorphism is I'j-equivariant. The
action of I'y on the algebra A(%,, n)®n is clearly symplectic thus 1, acts triv-
ially on grp, H*(C,(%y)).

The action of the Torelli group is studied in [Bial9] in the case of once
punctured surfaces and it is non trivial on Ha(Cp (X4 \ {*})). From Theo-
rem we deduced that the filtration F, is trivial in cohomological de-
grees 0,1,2 and also in degree 3 if g = 2. Thus in this cases the action of the
mapping class group is symplectic.
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The case g = 1 is special and we denote ¥; by E. Indeed, I; is the trivial
group and the action of the Torelli group is symplectic. Moreover, the Kriz
model splits as dga

A" (E,n) = B (n) ®p D™’
in equivariant way. Where B(n) is the model for the space

Ma(E) € { (p1,....pn) € FalE) | Y pi=0}.

and D = H(F;Q). Notice that there exists a non canonical isomorphism
Fn = E x M, (E).

The mixed Hodge structure on the cohomology of algebraic varieties defines
a bigrading compatible with the algebra structure (see [Del75, p.81] or [Voi07,
Theorem 8.35]). In our case the bigrading given by the mixed Hodge structure
coincides with the one given by the Leray spectral sequence as shown by
Totaro [Tot96, Theorem 3] and by Gorinov [Gorl7]. Explicitly, the subspace
AP9(X n) has weight p + 2¢ and degree p + q.

Plan

In Section [4:2] we recall the Kriz model for general surfaces. In Section [£.3] we
specialize the model for genus one and we improve the result on the decompo-
sition of the Kriz model into irreducible representations, see Theorem [£.3.2]
We also provide Conjectures [4.3.10| and [4.3.19] for the sums of mixed Hodge
number in the ordered case. The unordered configuration spaces for genus
one surfacesis described in Section [£.4] where the mixed Hodge numbers, the
action of the mapping class group, the ring structure of the cohomology and
formality result are discussed. In the last three sections we focus on the un-
ordered configuration space for arbitrary genus. We present a simple model
Section and we study it as a representation of the symplectic group Sec-
tion [4.6] Using these results we prove the main Theorem in Section

4.2 Representation theory on the Kriz model

We study the action of the symmetric group &,, and of SLy,(Q) on the algebras
A. Those actions are given by a geometric action on F,(X4). For a general
reference on the representation theory of the Lie groups and of the Lie algebras
we refer to [Hall5] and to [FH91|, respectively. The cases of SLa(C) and of
s[(2; C) can be found in [GW09).

Theorem 4.2.1 (Theorem 1.1 [Kri94]). Let X be a smooth projective variety
over the complex C. The dga A(X,n) is a model for the configuration space

Fn(X).
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Dimension formula and the braid hyperplane arrangement

The algebra AO"(Zg, n) coincides with the cohomology of the braid hyperplane
arrangement; we use this fact to compute the dimension of AP4(¥,, n).

The dimension of the cohomology of the braid hyperplane arrangement
H*(M(AM ))) coincides with [ ",], the Stirling number of first kind. The
Poincaré polynomial of the complement is

n—1 n—1
Poa®)=JJ00+at) =) [n B q]

by [Arn69, Corollary 2|, while the (arithmetic) Tutte polynomial 7}, (x,y) was
calculated in [GS96, Theorem 5.1] and has exponential generating function

() (y=1)(z—1)

3 T”(‘i’!y) - — . (4.1)

n=1

The (arithmetic) Tutte polynomial can be computed easily by using the
recursion formula in [Pak93]:

" /n—1 B
Tn+1($,y) = Z <k _ 1) (I‘ +y+ y2 + 4+ yk 1)Tk(17y)Tn+1—k(xay)'

For any hyperplane arrangement A the Poincaré polynomial is a specializa-
tion of the Tutte polynomial, e.g. for the braid arrangement we have:

1
P, 1(z) = 2"7'T;, < 0> :
X

Proposition 4.2.2. The dimension of AP(¥X4,n) is [nzq] (29(7;)_(1)). More-
over, its Hilbert polynomial is

n—1

Pags,m(ts) = [T((1+)% + gs).
q=0
Proof. Notice that
AMI(Sgn)= P H(W)e H(MATW]);Q),

WeSy, rk(W)=q
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where S,, is the poset of layers that coincides with the poset of the partitions
of [n] [Bib16bl Section 3.2]. By considering only the dimensions, we have

dim AP9(Sg,n) = Y dim HP(S09) dim HY(M(A"[W]); Q)
rk(W)=q

_ (29(”p‘ q>> dim HY(M (A ), Q)

e
n—q p
Finally, we have

Prs,n)(t,s) = Zdim AP, n)tP st
p.g
a n—9q p

= Z n (14 ¢)29(—a) g1
g T

n—1

= [+ +qs).

q=0

This completes the proof. ]

Definition of the actions

Consider the action of &,, on F,, defined by

0-71 . (p17 e 7pn) == (pcr(l)u e 7p0'(n))

for all 0 € &,,. This induces an action on A defined by

((a)i) = (a)o i)
((b)i) = (B1) o (i)

HGig) = Goi)o())

forall1<i<j<mn,l=1,...,9 and all 0 € &,,. The mapping class group
I'y of the surface 3, acts naturally on F,(3,) and on C,(X,).

Let f be an automorphism of ¥,, the map induces the following vertical
morphisms

0_—1
O’il
o

Fn(Bg) — X7

f &nl lf"

Fn(Bg) — X7
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4.2. REPRESENTATION THEORY ON THE KRIZ MODEL

and by functoriality of the Leray spectral sequence it induces the action
of 'y on A(X,,n). We explicitly describe this action on the generators G j,
(a1);, and (by);: since f*: E™ — E™ fixes the divisor {p; = p;}, then f-G;; =
Gij. The other generators belongs to A'0(3y,n) = H(S1) = H'(%,)®".
Therefore the action of I'y is symplectic and it factors through Spy,(Z). On
AY0(5,,n) it coincides with the diagonal action on H!(¥,)®".

It is clear that the action of &, and the one of Spy,(Z) commute.

Decomposition into G,,-representations

We recall a result of [AABI14, Theorem 3.15] on the decomposition of A(¥,,n)
into &,-modules.

Let A - n be a partition of the number n, i.e. A = (Ay,..., ;) such that
Ai > Ai41 and 2221 Ai = n. Let B be the ordered basis of H*(X4;Z) whose
elements are 1,a1,...,a4,b1,...,bg, [pg], where [p,] is the fundamental class
of a point in 3,. We denote the total order on B using the symbol >.

Definition 4.2.3. A label s of the partition A is a function s: {1,...,l} — B,
i.e. we label each block with an element of the chosen basis B, such that if
Ai = Aiy1 then s(i) = s(i+1) .

Let Cj be the cyclic group of order k. For any partition A - n define C'
as the product of the cyclic groups Cy, for i = 1,...,¢. It acts on {1,...,n}
in the natural way. Consider a labelled partition (), s) and define N) s as the
group that permutes the blocks of A with the same size and the same labels.
The group N) s is a product of symmetric groups. Call Z) s the semidirect
product Cy X Ny .

Example 4.2.4. We give an example for ¢ = 1, let (), s) be the labelled
partition A = (5,5,5,5,1,1,1) + 23 and s = (z,2,2,1,a,a,a), where z :=
[p1]. The group Cy = (Zs5)* < Ga3 is generated by the cycles (1,2,3,4,5),
(6,7,8,9,10), (11,12,13,14,15), and (16,17,18,19,20). The subgroup N) 5 =
G3 x B3 is generated by the following permutations:

,6)(2,7)(3,8)(4,9)(5,10),
11)(2,12)(3,13)(4, 14)(5, 15),

Finally, Z, s is a group isomorphic to (Zs ! &3) x Zs x S3.

Given two representations V, W of two groups G and H respectively, define
the tensor representation V X W of G x H by the vector space V ® W with
the action (g, h)(v @ w) = g(v) ® h(w).
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We define the following one-dimensional representations. Let ¢, be a
faithful character of the cyclic group on n elements and @) the character of
Cy\ = Cy, x--- x (), given by

def
ox = s, oy - (pa BBy, ).
Define the degree deg of an element in B by its degree in the algebra

H*(X,). Let a5 be the one dimensional representation of Ny ; = &, X --- X
S, defined on generators by

ars(0) L (1o

Y

where o is the permutation that exchange two blocks A; and \; with the
same labels. In other words, the representation a, s restricted to &, is the

®(Xi+deg s(A;)+1)
Hj

character sgng , where \; is any block exchanged by &,,. Let

&),s be the one dimensional representation of Z) ¢ such that Resgi’s Ers = O

and ResJZ\a’z Ens = Qs

We define |A| = n —t for a partition A = (A1,..., ) of n and for a label
s the numbers |s| = >¢_, deg s(\;).

Compares the following results with [DPR14].

Theorem 4.2.5 (JAABI14, Theorem 3.15]). For each labelled partition (X, s)
there exist a &, -representations A(\,s) C AP9(E,,n), with p = |s| and ¢ =
|A|, such that

API(Sg,n) = D AN, s)

[A=q
|s|=p

as S, -representation. Moreover:
A(\, s) ®g C ~ Ind%ﬁs Exs:

Example 4.2.6. Consider the marked partition (), s) of Example the
characters are shown in the following table.

(1,2,3,4,5) | (16,17,18,19,20) | (1,6)(2,7)(3,8)(4,9)(5,10) | (21,22)
14 G5 G5
a 1 —1
§ G G5 1 -1

The action of &,, x Sp,,(Q)

Now we describe the algebra A(X,,n) as representation of &, x Spy,(Q).
A nice formula holds:

N(VRW) =S\ VRS W, (4.2)
AFp

114 Roberto Pagaria
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where )\ is the conjugate partition of A and Sy is the Schur functor, see [FH9I]
for a general reference. A proof of eq. (4.2)) can be found in [Wey03, Corollary
2.3.3] or [FHO1l, Exercise 6.11(b)]. Moreover, the dimension of Sy V' is

dimS,\V =sy(1,---, )= ][] MoAtiog (4.3)
5 1<i<i<dimV ¢=J
where s) is the Schur polynomial as proven in [FH9I, Theorem 6.3].

The root system associated with the Lie group Sp, (Q) is of type Cy. The
roots are £2¢; for 1 <7 < g and £e; £ e;j for 1 <i < j < g, where e; are the
canonical basis of R9. We choose as positive roots the vectors 2a; for 1 <i < g
and e; £e; for 1 <14 < j < g and so the simple roots are a; := e; — e;41 for
1 <i<g—1and a4 := 2¢4. The fundamental weights are w; = 2;21 e; for
1 <i < g and the dominant weights are > 7_, n;w; for n; € N. The irreducible
finite-dimensional representations of sp(2g) are V,, for all dominant weights w.

Lemma 4.2.7. The first row of the algebra A(¥X4,n) decomposes as follows:

APO(Sy,n) = D Sx(Indg" | Tn—1) B Sy (V).
A-p

Proof. 1t is easy to see that
A*O(Sy,n) = AT H(SD) = AP <Indgz_1 1, 1 X Hl(zg))

as representations of &, x Sp,,(Q). Since HY(Z,) = Vi, eq. (42 completes
the proof. ]

Let T ~ (Q*)Y C Spy,(Q) be the maximal splitting torus of diagonal
matrices. For a weight w € Hom(7T,Q*) = Z9, we define the one dimensional
representation V(w) of T by t - v = w(t)v.

Definition 4.2.8. The weight of a label s of the partition A is the vector
w(s) € Z9 given by (w(s))i = [{Jj [ s(Xj) = ai }| = {j | s(Aj) = bi }].

Theorem 4.2.9. The algebra A(X4,n) decomposes as representation of &, xT
in the following way:

APA(E, n) = @ AN s) RV (w(s)).

Proof. Tt follows from Theorem and the observation that A(), s) is pre-
served by the action of T'. O
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Let U be the subgroup of szg((@) whose elements are the matrices upper
triangular matrices with diagonal entries equal to one. We call an vector v
in a representation V' of Spy,(Q) an highest weight vector if U -v = v and
t-v=w(t)v for all t € T. In this case we said that the vector v has weight w.
For any weight w € Z9 and any partition A, define Uf’ » as the set of highest
weight vectors of weight w of B _, A(A, s). It is not easy to compute Uf}w,
however it is useful for decomposing A (2,4, n).

Theorem 4.2.10. The algebra A(X,,n) decomposes as representation of the
group &, X Spy,(Q) as follows:

API(S,,n) = @ UF, RV,

[A=¢
weNI

where w =Y 9_| njw; runs over all dominants weights.

Proof. Since AP(3,,n) is finite dimensional, it decomposes as direct sums of
highest weight representations indexes by the highest weight vectors. O

4.3 Genus one: ordered configurations

The case of genus g = 1 has two advantages: we know a lot about the repre-
sentation theory of SLo(Q) and the group structure on E provides a decom-
position of A(E,n) as tensor product of two algebras.

Decomposition into &,, x SLy(Q)-representations

Recall also that in the case g = 1 the action of the mapping class group I'y is
symplectic. It follows trivially by the following classical result.

Theorem 4.3.1 (Theorem 2.5 [EM12]). The mapping class group I'y of the
torus is isomorphic to SLa(Z) and the isomorphism is given by the natural
action of I'y on HY(E;Z).

For g = 1 we have Spy(Q) = SL2(Q). Since all dominant weights are of the
form kwy for k € N, in this section we call the irreducible representations of
SL2(Q) by Vi := Vi, Let T ={ H; } = Q* be the maximal torus in SLy(Q)
generated by the diagonal matrices H; = (é t91 ) Let V; be the irreducible
representation Q? with the standard action of matrix-vector multiplication
and let Vi, = S¥ V| be the irreducible representations given by the symmetric
powers of Vq. The representation V;, has dimension k£ + 1 and can be view as
Q[z, y]k, i.e. the vector space of homogeneous polynomials in two variables.

The action of T on the monomials is given by H; - %y*~¢ = t2¢=F g% =2 thus
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V. decomposes, as representations of T’

k
Vi =P V(2 - k), (4.4)
a=0

where V(2a — k) is the subspace where H; acts with character t2%, ie. the
subspace generated by z%y*~?. Since the group SLy(Q) is dense in SLy(C),
each irreducible regular representation of SLo(Q) is isomorphic to V. for some
k € N. For a proof see [GWQ9, Proposition 2.3.5] and use a density reasoning.

As a consequence we can decompose a representation V' of SLa(Q) using
its decomposition V' = @7V (a)®™ as representation of T indeed V =
@keNV?m’“, where my = ng — ng4o. By setting V =V, ® V,,, we obtain the
following formula for n < m:

Vm 0y Vn = Vm+n ¥ Vm+n72 DD men- (45)

As observed in Section the group SLy(Q) acts trivially on G; ; for all
1 <4 < j < n and, for each ¢ < n, the two dimensional subspace generated
by a; and b; is isomorphic to V; as representation of SLa(Q).

We will use the decomposition of Theorem to split A(E,n) into
S, x SLa(Q)-modules.

Theorem 4.3.2. The algebra A(E,n) decomposes as &, x SLa(Q)-represent-
ation in the following way:

APY(E, n) = @(@ ng) X V. (4.6)
k=0 [A=¢

Moreover, dim Ui’k is zero if k Z p modulo 2 and, otherwise, equals to

. n— k+1 n_q+1 ned
dim Uy, = syr9(1 q>=a+k+1< a >(+k>

where a is such that k +2a = p and q = |A|.

Proof. The first part follows from Theorem [£.2.10] Notice that, for each A - n
with |[A] = ¢, the vector space @B, (;)=, A(A, s) is isomorphic to APY(E n —q)
as representation of SLa(Q). The decomposition of Lemma in the case
g = 1 simplifies as follows. The representation Sy V; is non-zero if and only if
A has at most dim V; blocks, i.e. A = (b, a). In this case we have the equalities:

S\Vi =S, Vi =SV, =V,_,.
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(0,0) a om —k on

Figure 4.1: The representation V appears only in the darken triangle.

Thus UY ;. = Syrga (Indg::zil 1) as vector spaces, where k = b — a. Therefore,

using eq. (4.3)) we have:

dim Uik = 81k2a(1n_q)

B H 1+j—z'H2+j—i H 14+5—1
i=1,...a J7V e T T mat et T
j=a+1,....a+k j=a+k+1,...n—q j=a+k+1,...n—q
_ H n—q+2—in—q+1—1 H n—q+1-—1

a—1+1 a+k+2_Zi:a+1,...,a+ka+k_z+1

i=1,...,a
_ k+1 n—qg+1\/n—gq
S atk+1 a at+k)
The last equalities are obtained by a cumbersome computation; alternatively,
it can be obtained using the formula (iv) of [FH91, Exercise A.30]. O

The following corollary is immediate.

Corollary 4.3.3. The multiplicity of Vi in AP4(E,n) is non zero if and only
if k =p mod?2 and k < min{p,2n —2q —p}. Moreover, in this case the
multiplicity is equal to [ " ]sma(ln_q), where p = k + 2a. O

n—q

Therefore, the representation V, occurs only in the small triangle of Fig-

ure {11

Splitting in cohomology

We fix the basis 1,a,b, [p] of H(E;Q) and we define the following elements
of Al’O(E,n): U5 = Q5 — Aj, Vjj = bi — bj, for ¢ 7é j, and v o= Z?:l Qs ,
¥ =300 b

We define, for n > 0, the dga B(n) as the subalgebra of A(E,n) generated
by u; j,v;; and G, ; for 1 <1i < j < n. It is a sub-dga since d(G; ;) = u; ;v; ;.
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Let D(n) be the subalgebra of A*?(E,n) generated by v and 7 endowed with
the zero differential map. Notice that

A(E,n) = B(n) ®g D(n) (4.7)

as differential algebras. Notice also that D(n) are all isomorphic to the coho-
mology ring of the elliptic curve E.

The following result is a particular case of [Bibl6a, Theorem 3.3] and of
[Dupl6al Theorem 1.2].

Theorem 4.3.4. Let n > 0, the cohomology algebra of Fpn(E) (or of My (E))
with rational coefficients is isomorphic to the cohomology of the dga A(E,n)
(respectively of B(n)). Moreover, the n?-sheeted covering

E X My(E) — Fn
(¢,p) = (Pi + Qi=1,...n
induces the isomorphism of eq. (4.7)).

We have the analogous results of the previous subsection for the algebra
B(n).

Corollary 4.3.5. The multiplicity of Vi, in BP4(n) is non zero if and only if
kE=p mod?2 and k < min{p,2n —2q—2—p}. Moreover, in this case the
multiplicity is equal to [ " |s1rpa(1"7971), where p =k + 2a.

n—q

Proof. Tt follows from the fact that B*%(n) =2 A*Y(E,n — 1) as representation
of SL2(Q). O

Filtration and representation stability

Now we need to stress the dependence of A(]\,s) from n, thus we will write
AL (A s).

Definition 4.3.6. The dimension of the support of a labelled partition (A, s)
is the natural number 7(\,s) =n — [{i | \; =1, s(\;)) =1}

Lemma 4.3.7. Let (A, s) be a labelled partition of n, then

An()‘a S) = Indg:(/\wxenﬂ_(/\‘s) AT(A,S) ()" 8)'

Proof. Tt follows from Theorem since Zys = Z x §,,_r(\,) for some
zZ < 67—()\,3) and f)\78|6n =1 [

—7(\,s) - Gn—T(A,S)'

Let R be the Z-algebra whose underline module is the free Z-module gen-
erated by the elements [V;] for £ € N and multiplication defined by the tensor
product, see eq. ([4.5)). The ring R is called the Grothendieck ring of SL2(Q),
however we will use only as Z-module. We denote for each finite dimensional
representation V' = @, Vi* of SLy(Q) by [V] € R the corresponding element

2 @k [V
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Definition 4.3.8. The Poincaré series of a family A(n) of bigraded algebras
with an action of SLy(Q) is the formal series Qa(¢,s,r) € R[[t, s,r]] defined
by

def

Qalt,s,r) = Z (AP ()] P 59"

p?q’n
Definition 4.3.9. Let F, A(E,n) be the increasing filtration defined by

F,A(E,n) % - A(N, 5).

(A\,8) s.t. 7(A,5)<1

We define F, B(n) as the induced filtration, i.e. F; B(n) := F; A(E,n) N
B(n). Notice that the filtration is compatible with the decomposition of

eq. (4.7).
We say that a filtration F, of a dga (A,d) is strictly compatible with the
differential if IndNF; A = d(F; A) for all 7.

Conjecture 4.3.10. The filtration F, A(F,n) is strictly compatible with the
differential.

If the conjecture were true, then we would have the following:
grp H9(Fn(E)) = grp HP(A(E, n))
= H”(grp(A(E,n)))
_ FiA(E,
=@ (MiAE G ()

i<n

(4.8)
_ iq%[{pq( @ AN s >
= @Indgnxgn (P ( (E7i)/Fi—1 A(E,i)) '

We used, in order, that A(F,n) is a model for F,,(F), Conjecture [4.3.10, and
Lemma [4.3.7]

Corollary 4.3.11. Suppose that Conjecture holds, then

i

QH(]—'.(E))(t, s,r) = Z [Hp’q (A(E’i)/Fi_l A(E, Z))} tpsq(l_rw. (4.9)

D,qt

Proof. For any representation V' of the group &; x &,,_; x SL2(Q) we have
[Indg:‘X&H V] = (})[V] € R and for every i € N we have D i (M =

7

#. The thesis follows from eq. (4.8]). O
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Corollary 4.3.12. We have

QA(E)(ta‘g?T): Z |:Tli

} S1rga (1V79) [V ]th 20 50m,
k7a’q7n q

There exist natural numbers my q q; € N such that

7l
QA(E) (t7 S, T) = Z Mk,a,q,i [Vk}tk—‘aasq*i—i-l'
k7a7q7i (1 B 7")

Proof. We apply Corollary for the first part. The second one follows by
taking my, 4.4 €quals to the multiplicity of V}, in the representation

Ak+2a,q(E’ ’L)
/Fi—l Ak+2a,q(E’ Z) L]

This numbers my 4 4,4, for fixed value of k, a, g, are easy to calculate by solv-
ing the upper triangular system Am = y where A = ((Z.))m-, m = (Mpaq,)i

and y = ([,* ] s1r24(179)):.
The particular case m,q,; are listed in the sequence [OEIT19, A259456].

The first row

Now we analyse the first rows of A%°(E, n) and of B*%(n) as representation
of &,, x SLy(Q); from this we deduce the mixed hodge numbers hP9(F,(E))
and hP°(M,,(E)).

Theorem 4.3.13. For n > 0, the cohomology of M, (E) in bidegree (p,0) is
given by

HPO(M,(E)) = HP°(B(n)) = APV, (1) RV, = V,(1P) KV,

as representations of &, x SLa(Q) and it is of dimension (nz_,l)(p +1).

Therefore we can describe H*?(F,(E)) explicitly:
H"(Fy(E)) = H(A(B,n)) = H'(E) @ H(My(E))

Proof of Theorem [[.53.13. First, notice that the representation Sy» V;,(1) X'V,
cannot lay in Imd since V, does not appear in BP~2%! by Corollary m
Therefore H*O(F,(E)) 2 V,(1P) K V,,.

The range of d*! is an ideal of B(n) generated in degree 2. Let u; = a;—ait+1
and v; = b; — b1 for i = 1,...,n — 1 be a basis of B%(n). Consider the
monomial order on B(n) = AV,(1) induced by the deglex with u; > us >
cee > Up_1 > Up_1 > Up_o > -+ > v1. For i < j we have:

j—1 j—1
- (£4) (1)
k=i k=1
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and therefore in(Im d) contains all the elements of the form u;v;—1 = in(d G; ;)
for 1 <i < j < n. Therefore in(Im d) contains all monomials with two factors
u; and v; with 7 < j. The remaining monomials are of the forms

u?:l o e ulkvlk+1 o e U’Lp

forn—1>14; >--- >4, > 1and 0 < k < p. Their number is (”;1)(19—1—1) and it
is an upper bound for the dimension of B»°(n)/Imd. Finally, H*°(F,(E)) =
Vo (1P) RV, since dim AP V, (1) BV, = (") (p + 1). O

Corollary 4.3.14. We have

p+1
QH(M.(E))(ta 0,7) = Z[Vp]tp (1 i ’f‘>

P

and

p+1
2 r
Q( ())tOT—1+E 1+V1t+t) <1_T)

Proof. 1t follows from Theorem using the following identity:

Z (n; 1) V)P — Z[Vp]tp <1 i 7,>p+1.

n,p p

The second assertion follows from eq. (4.7) for n > 0, the case n = 0 is
trivial. n

Lower bound for sums of mixed hodge numbers

Since Theorem holds only for n > 0, we cannot prove the analogous
statement of Corollary [£.3.11]for Qp. Therefore we slightly modify the algebra
B.

Definition 4.3.15. Let B(nz be the subalgebra of B(n) defined as B*>%(n) +
Imd. By convention we set B(0) = 0.

By definition we have HP4(B(n)) = HP4(B(n)) for all p > 0 and ¢ > 0.
Corollary 4.3.16. Suppose that Conjecture [{.5.10 holds, then

57/ 1)

Qe (ts.r) =3 [Hpvq (B@)/FH B(i))} tpsq(l_"”w (4.10)

D,q5t

Proof. The monomials with ¢ = 0 do not appear on both sides of eq. -
We have HP9(B(i)/ F,_y B(i) = HP9(B(i)/ F,_ B(i)) and H?9(B) = HP9(B)
for ¢ > 0. The thesis follows from eq. dividing both sides of eq. by
1+ [Vt + ¢2. O
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Corollary 4.3.17. We have

Qpttes)= X |7 Lsw oo,

k7a7q’n
There exist natural numbers ny q q; € N such that

,rZ

~ o . k+2a
Qp(t,s.7) = D MhaqlVilt Sqm-

k?a7q7i

Proof. We apply Corollary for the first part. The second one follows

from Corollary with ny 4,4 equals to the multiplicity of Vi in the rep-
~ k+2a,q

resentation (Z)/ ~ k+2a,q O
Fi 1

B ()

We give a lower bound for the sum of hodge numbers h?4(F,(E)) on the
“diagonal” p+2q constant. We partially order R by saying r > 7’ if r —7’ is an
effective representation, moreover we partially order the series coefficient-wise.

Theorem 4.3.18. Suppose that Conjecture [{.5.10 holds, then

7 k+1
k+2b r k T
it <1—m”1+2;W“t(1—r> |

(4.11)

Qummy(t 1) > Z |dkb,i
kb

where dyp,; = 22:0(—1)an7b_q7q7i € N. Moreowver,

Qurmy (t,t2,r) =1+ (14 [V1]t + *)Qurmmy (8 1, 7).

Proof. We have proven that H(M(FE)) = H(B) and, since H?’(B) is con-
tained in ker d, we have:

Qupmzy) (t:12,7) = Q) (4, 1,7) + Qu () (8,0, 7).

' C e . . ’ B(z) B
Let hg g4, be the multiplicity of Vj, in Hpq< /Fi_1 B(z))
5 2 _ . k+2a+2q ri
QH(B) (tat »7“) = kazqihk,a,q,lwk}t (1 _ T)i—&—l
= Z Z(_l)qhk,bfq,q,i [Vk]tkﬁbim
kbi | g=0 (1—r)

b i

_ _1\a A k2o T

= § (-1) k,b—q,q,i [Vi]t (1— ,r-)i+17
,0,2

L)
(e}

where the last equality is obtained by equating the “Euler characteristic” of
subcomplexes and their cohomology. O
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Conjecture 4.3.19. The inequality of eq. (4.11)) is an equality.

We have verified the conjecture above until degree 7 in the variable . Our
method can lead to a lower bound of Zq h¢=24:4(n) for all ¢ and n by taking
the dimension of both sides of eq. (4.11)).

Moreover, we conjecture the following:

Conjecture 4.3.20. The cohomology of B(i)/ F;_; B(7) is concentrate in de-
grees (p,q) withp+qg=i—2orp+qg=1i—1.

This conjecture is verified until total degree p 4+ q < 7.

Suppose that Conjecture and Conjecture hold, then the mul-
tiplicity of Vj, in HP9(B(i)/ F;—1 B(7)) can be determine by the number djp;
(where 2b = p 4 2q — k). More precisely, it is zero if sgndyp; # (—1)? and
equal to |dj ;| otherwise. This leads to an explicit combinatorial formula for
the mixed hodge numbers for F,,(E).

Examples

Assume Conjecture [£.3.10} the numbers dy; are calculated from the ng g4
The value of ny 4 4 are computed recursively in ¢ from Corollary

n 51 (177071) = n k+1 (n—q\(n—q—1
n—gq| 2 n—qlat+k+1 a a+k
-3 (1)

—. i k,a,q,i-

=0

We report dyp; for i < 7 in Table [£.1] Furthermore, by assuming Conjec-
ture [4.3.19 we obtain, for all r and n, the following equality

L3

> dimHPIMu(E)) = > ) ldr_ok kil (7) (r — 2k + 1).

p+2q=r,g>0 =3 k=0

The dimension of HPY(M,,(FE)) are computed for n < 7 from the algebra

B(n) using [Thel8|, see Tables to

4.4 Genus one: unordered configurations

We compute the cohomology with rational coefficients of the unordered con-
figuration spaces of n points on the torus, taking care of the mixed Hodge
structure and of the action of SL2(Q). The integral cohomology groups are
known only for small n in [Nap03, Table 2|, where a cellular decomposition
of ordered configuration spaces is given. In this section, we use the previous
calculation of the Betti numbers of C,(E) to determine the Hodge polynomial
in the Grothendieck ring of SL2(Q).
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(k,b,1) | dips (k,b,1) | dipi
(1,1,3) | -1 (3,2,6) | 35
(0,2,4) | —1 (4,1,6) | —10
(1,2,4) | 2 (0,4,7) | —49
(2,1,4) | —3 (0,5,7) | 154
(0,3,5) | 5 (1,3,7) | 14
(1,3,5) | —6 (1,4,7) | =70
(2,2,5) | 11 (1,5,7) | —120
(3,1,5) | —6 (2,3,7) | =70
(0,3,6) | 5 (2,4,7) | 274
(0,4,6) | —26 (3,2,7) | 35
(1,3,6) | 6 (3,3,7) | —225
(1,4,6) | 24 (4,2,7) | 85
(2,2,6) | 9 (5,1,7) | —15
(2,3,6) | —50

Table 4.1: The non-zero value of dj; for ¢ < 7.

0
1 2

Table 4.2: The dimension of the graded cohomology of H(M3(E);Q).
0
0 2
1 4 3

Table 4.3: The dimension of the graded cohomology of H(Mj3(E); Q).

0

0 4

0 8 10
1 6 9 4

Table 4.4: The dimension of the graded cohomology of H(M4(F);Q).

12

20 38

20 50 24
8§ 18 16 5

_ o O O O

Table 4.5: The dimension of the graded cohomology of H(Mj5(E); Q).
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48

72 176

60 260 152

40 150 144 50
10 30 40 25 6

_ o O O O O

Table 4.6: The dimension of the graded cohomology of H(Mg(E);Q).

240

336 976

252 1491 1040

140 1022 1232 425

70 350 504 350 90
12 45 80 7™ 36 7

_ o O O o oo

Table 4.7: The dimension of the graded cohomology of H(M7(E);Q).

We have A(E,n)%" = B(n)®" ®g D. and we use the results of Section
to compute A(X,,n)%n.

Theorem 4.4.1. For ¢ > p+ 1 we have AP4(X,,n)%" = 0.

Proof. Let 1, be the trivial representation of &,,. We use Theorem to
show that

(Ln, AP4(5g,n))s, = 0

for ¢ > p+ 1. Indeed, it is enough to prove that
<]ln, A(/\, S)>gn =0
for all (A, s) with |A\| = ¢ and |s| = p. By Frobenius reciprocity we have

(L, Ind3? &xs)e, = (Lz, .06z,

- <]IC)\7 SO)\>CA <]1NA saa/\,8>N)\’s
t l
®(Ai+d i)+1
H sghyc, LN H@@u ,Sgne( w8 s(hs) )>6uj>
1=1 ]:1

where \; in any block exchanged by &,,;. The scalar product <sgn| o 90/\¢>CAZ.

is non zero if and only if \; = 1,2 and <]lguj,sgngi’\'ﬁdegs(&)ﬂ))
J

zero if and only if y; = 1 or \; + deg s()\;) + 1 is even. If A(X,s)®" # 0, then
there exists at most one block A; such that A; = 2 and s(\;) = 1 and all other

&,, is non
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blocks with \; = 2 must be labelled with a;, b; for i = 1,..., g or with [p,].
Since ¢ is the number of blocks of A of size 2, we have

q= Z 1<1+ Z deg(s(\)) <1+ Zdeg(s(/\i)) =1+p.
i st \i=2 Qs \i=2 i
Consequently, A()\, s)®» =0 for ¢ > p + 1. O
In particular, for ¢ = 1 we obtain the following corollary.
Corollary 4.4.2. For ¢ > p+ 1 we have BP%(n)®» = 0. O

Observe that H*(C,(E)) = H*(F,(E))®" by the Transfer Theorem. Define

the series
1+t 2.3, 43.4 4.6 5.7
and let T),(t, s) be its truncation at degree n in the variable ¢.

The computation of the Betti numbers of unordered configuration space
of n points in an elliptic curve was done simultaneously by [DCK17], [Magl6],
and [Schl6] in different generality. We point to the last reference because
[Sch16, Theorem] fits exactly our generality.

T(t,s) =

Theorem 4.4.3. The Poincaré polynomial of Cp(E) is (1 +t)*Ty-1(t,1).
Definition 4.4.4. The Hodge polynomial of C,,(E) in the Grothendieck ring
R is

2n 21 .
ZZ [WkH (C"(E);Q)/Wk_lHi(Cn(E);Q) t's® e RJt,s],

where W, H'(C,(E); Q) is the weight filtration on H*(C,(E); Q). The ordinary
Hodge polynomial is

2n 21 .
S dinng (wkH ColERQy iy @)) ik

=0 k=t

We prove a stronger version of Theorem [4.4.3]

Theorem 4.4.5. The Hodge polynomial of C,(E) with coefficients in the
Grothendieck ring R is
125 S ‘ ‘
([Vo] + [Vilts + [Volt?s) [ D [Vilt?is% + Y [Viq ¥ ) (4.12)
i=0 i=1
and the ordinary Hodge polynomial is (1 + uv)?Ty,_1(u,v).

Figure 4.2/ represents the bigraded module H(B(n)®") that corresponds to
the right factor of eq. (4.12)).
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q Vq q Vq qul
q— 1 Vq—l Vq—Q
3 V3 Vy

2 VQ Vl 2 VQ Vl
1 Vl Vo 1 Vl VO
0 Vo 0 VO

o1 2 3 - q 01 2 3 - qq+1

(a) Case n =2¢ + 1 odd. (b) Case n = 2q + 2 even.

Figure 4.2: The algebra H(B(n)®") as representation of SLa(Q).

Some elements in cohomology

For the sake of notation, when we work with g = 1 the elements (a;); and
(b1); for i =1,...,n will be denoted by a; and b; respectively.

Definition 4.4.6. Let a,a € AYY(E,n), 8 € AY2(E,n) be the elements

a® Z (a; — ag)Grp

i,k<h
__ def
a< > (bi—be)Grn
i,k<h
def
5 = Z (Sai — aj — QCLk)(bj — bk)Gk,h
i,j,k<h

where the sum is taken over pairwise distinct indices 14, j, k, h with k < h.

Notice that the elements o and @ are defined only for n > 2 and g for
n > 3. Remember that 7,75 € D! were already defined as > ;a; and 3, b;.

Lemma 4.4.7. For n > 2, the element a belongs to BY(n)®", is non-zero,
and do = 0.

Proof. First observe that a = Zi’kh i kGrn € Bll(n). For all 0 € &,, we
have

ga= Z Uq (i),0 (k) G o (k)0 (h) = O
i,k<h

since uo(i)’g(k)GU(k)ﬂ(h) == ug(i),g(h)Gg(k)’g(h) in A(E, n) The elements ain’h
and a, G}, p, are linearly independent, so it is enough to observe that the coef-
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ficient of azG1 2 is 1. This proves that a # 0. Finally, we compute d o

da = Z aideﬁ — adek,h
i,k<h

= Z ai(ak — ah)(bk — bh) + akah(bk — bh)
i,k<h

= Z a;arby — a;apby + arapby
i,k,h

= — Z aiahbk = 0,

ik,h

where all sums are taken over pairwise distinct indices and the first two with
the additional condition k < h. [

Lemma 4.4.8. For n > 3, the element § belongs to BY%(n)®", is non-zero,
and d 8 = 0.

Proof. Observe that

B= Y (uij+2ui)vjrGrn € BY(n)
i,5,k<h

and that o8 = 8 for all 0 € &, by the relations u;,Grn = ;G and
vj kGrn = vjpGr,p. Consider the map ¢: A — Q defined on generators by
©(G12) =1, p(az) =1 and p(bs) = 1 and zero on the other generators. The
map ¢ is well defined and p(8) = 3, thus 8 # 0. Using the computation in the
proof of Lemma @ we can observe that d (Zi,j,h<k 3a;(bj — bk)kah) =0.
The claim d 8 = 0 follows from:

a(8) = d (Y (a; + 2ak)(b; — )G

j,k<h

= Z ajbj de,h + ajbk(ak - ah)bh - 2akbjah(bk - bh) — Qakbkahbh
j,k<h

= Z ajbjakbk — a,-bjahbk + ajbkakbh — 2akbjahbk — akbkahbh
Jk,h

=0,

where the indexes of the sums are pairwise distinct. ]
Lemma 4.4.9. For n > 2q the element a4 is non-zero.

Proof. Let us rewrite o as a = Ei7k<h a;Grp + (2 = n) > pcp akGrn. We

show that the coefficient of the monomial m = a1G12a3G34 ... a2—1G2¢—1,24
(defined for n > 2¢q) in a4 is non-zero for n > 2q.
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This coefficient is

ag=q' Y sgn(o)(2 — n)FixelgelFxol
0eG,

Where ¢! are the ways to choose each Gg_; 25 one from each factors, and
since agi—1Gar—1,2r has even degree we can suppose (up to the factor ¢!)
that Gop—_12, is taken from the k-th factor. Now wx9;_1 arises from either
xgi—1 or mg; of the o(i)-th factor for some permutation o € &,. Since
m = sgn(o) [[L, A95-1(k)—1G2k—1,2k the contribution has the sign of the per-
mutation o. Finally, in o the monomial ag;—1Gaor—12k has coefficient (2 —n) if
i = k and 1 otherwise and the monomial az;Gar—1 21 has coefficient 0 if i = k
and 1 otherwise.
We claim that

> sgn(o)al™l = (z — 1) Nz + ¢ - 1), (4.13)
€6,

since both sides are the determinant of the matrix

z 1 -1
1 z -+ 1
11 - =z

The left hand side of eq (4.13]) is obtained by using the Laplace formula for

the determinant and the right hand side by relating the determinant to the
1 .o 1

characteristic polynomial (—t)9!(q — t) of the matrix ( > We use
i
eq (4.13]) with x = 2_7" to obtain:

92— |Fix o| —n\q-1,2qg —
m S i (5™ () (257

0€G,

Thus a, = (—1)9¢!n?"(n — 2¢) that is non-zero for n > 2q. O
Lemma 4.4.10. For n > 2q + 1 the element o971 3 is non-zero.
Proof. Let us rewrite 8 as

ﬁ = Z aibij,h — 2(71 — 3) Z (aibk + akbi)th — (77, — 3) Z aibin,h+
1,7,k<h i,k<h i,k<h

+ 2(n - 2)(77, - 3) Z akkahh.
k<h

Let bq be the coefficient in a?"13 of the monomial

01G1,203G34 . .. a29-1G2g—1,2qY2¢+1-
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This monomial is defined for n > 2¢ + 1 and we will show that b, # 0 for
n > 2g+1. The number b, coincides with the coefficient of the same monomial
in the product

Oéq_l( Z aibij,h — 2(’1’L — 3) Z akbinﬁ) .
1,5,k<h i,k<h
With further manipulation, we obtain that b, is the coefficient of the above
monomial in the expression

1
3albagy1 + nat Z ar G nbag i1
k<h

Using the computation in the proof of Lemma we obtain
¢ = 3(=1)%¢n?" (n — 2q) +ng(=1)" (g — 1)!n?"*(n — 2 +2)
=2(-1)gIn?(n —2¢ — 1).
The number b, is non zero for n > 2q + 1. O

Proof of Theorem [[.4.5. It is enough to prove that the Hodge polynomial of
B(n)%¢" in the Grothendieck ring of SL2(Q) is

L5 l3)-1

Z [Vi]UQi’U?)i—I- Z [Vifﬂu%-i_lvgi—’_l

i=0 i=1

Observe that Imd%? = 0 for ¢ > p+ 1 by Corollary From Lemma [4.4.7]
and Lemma we have that the elements of for 2k < n generate as
SLy(Q)-module a subspace of dimension at least k + 1 in H**(B(n)%",d).
Analogously, from Lemma and Lemma the elements of~!3 for
2k + 1 < n generate as SL(Q)-module a subspace of dimension at least k in
HF*+1(B(n)®n d). Since the Betti numbers of C,(E) (Theorem coin-
cides with the above dimensions, we have that H?*(B(n)®») = V,u**v?¢ and
H2k+1 (B(n)Gn) o Vk,1u2k+l1]3k+1. 0

The cohomology ring and formality

In this subsection we determine the cup product structure in the cohomology
of C,,(E) and we prove the aforementioned formality result.

In the following we consider graded algebras with an action of SLy(Q). We
will write (2 | i € I)gp,(q) for the ideal generated by the elements Mw; for all
M € SL2(Q) and all i € I.

Theorem 4.4.11. The cohomology ring of C,,(E) is isomorphic to

. S*Vq[b
nvie S i, 2y,

where a is a non-zero degree-one element in V(1) C Vi and b is an SLa(Q)-
invariant variable of degree 3.
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Proof. 1t is enough to prove that
H*(B(n)®") = 8" V1[b]/(al"2 ), al 310, 07)s1)-

Define the morphism ¢: S'Vl[b]/(aLnTHJ,aL%Jb, b)si) — H(B(n)®") that
sends a,b to o, 3 respectively. It is well defined because H*(B(n)®") = 0 for
k > n and B2 = 0 since it has odd degree. The map ¢ is surjective since
H(B(n)®") is generated by o’ and o'f as SL(Q)-module by Theorem m
A dimensional reasoning shows the injectivity of the map ¢. O

Corollary 4.4.12. The cohomology H*(C,(E)) is generated as an algebra in
degrees one, two and three.

Proof. A minimal set of generators is given by «, @, 3,7, 7. O
Corollary 4.4.13. The space C,,(E) is formal over the rationals.

Proof. We prove that B(n)®» is formal. Consider the subalgebra K of B(n)®»
generated by «, @, § endowed with the zero differential. It is concentrated in
degrees (i, i) and (i,i+1) because 42 = 0. Since KNImd = 0 (Corollary,
K < B(n)®" is a quasi-isomorphism. The fact that K = H(B(n)®") implies
that the algebra B(n)® is formal. As a consequence A(E,n)%" is formal. The
space C,,(E) is formal since our model A(FE,n)®" is equivalent to the Sullivan
model. O

4.5 Models for H(C,(X))

We introduce a new and simple model for the cohomology of unordered con-
figuration spaces. Furthermore, in the case of Riemann surfaces we describe
a model uniform in the number of points.

Our first step consist in the simplification of the invariant part of the
Kriz model by taking a quotient A(X,,n)®" /I, where I, is the acyclic ideal
introduced in Definition In the case of surfaces ¥4, the problem is fur-
ther simplified thanks to the introduction of a new dga (Ugy,d), independent
from n, that maps onto (A(X4,n)%"/I,,,d). The dga (U,,d) is filtered (c.f.
Definition and this filtration F,, U, is multiplicative and strictly com-
patible with the differential. This filtration computes the cohomology of our
configuration spaces, indeed H*(F, U,) ~ H*(C,(X,)) as module.

The Bezrukavnikov basis for A(XZ,,n)%"

The results exposed in this section are similar to the ones obtained in [E'T05].

We fix an ordered basis {b; };,_; , for the cohomology H*(X;Q). We
denote by |b;| the degree of b; € HII(X). In [Bez94] (sce also [AABI4,
Azalb]) a canonical Bezrukavnikov basis for A(X,n) was given. We need a
such canonical basis for A(X,n)%".
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Definition 4.5.1. An invariant monomial is an element m € A(X,n) of the
form

m = G1,2(b;;)1G3,4(biy)3 - - - Gar—1,21(bs;)2—-1(bjy ) 2141 - - - (D), )21k

where I = (i1,...14;), J = (j1,...Jx) are non-decreasing sequences such that
every integer r appears at most once in I if |b,| is even and at most once in J
if |b,| is odd. Obviously, we also require 2 + k < n.

We define the length of m as the natural number 2 + k. By definition
we have that m; = o(mg) implies m; = mgy. We define a binary operation
between invariant monomials.

Definition 4.5.2. Let m; and mg be two invariant monomials with indexing
I, Jy and Iy, Jy respectively. Let I (and J) be the list I U Iy increasingly
ordered (respectively J1UJ3). If the lists I and J define an invariant monomial
m, then we define mj omg := sm € E(X,n), where s € { £1} is the following
sign. Let 01,09 € &,, be two permutations such that oj(m)oe(mse) = +m,
the sign does not depend on the choice of the permutations thus we call it s.
Otherwise, we define mq o msy := 0.

Lemma 4.5.3. An additive basis for the invariants A(X,n)®" is given by the
elements m > oes, 0(m) where m runs over all invariant monomials in

A(X,n).

Proof. 1t is enough to prove that for each element x of the canonical Bezrukav-
nikov basis, the sum ) s o(z) is either zero or there exists a unique invari-
ant monomial m such that

Z o(x) = Z o(m).
oeGy, oeGy

Let (A, s) be the unique partition such that x € A(A,s). If A\; > 2 then we
have proven in Theorem m that A(X, s)5" =0, 50 Y ce o(z) = 0.
If z is of the form (b);(b);y with |b] odd and y without indexes 7, j, then

> ot = (3) (@100 + 050)) 3 ) =0
ceG, pneES,_2

If = is of the form G; ;(b)iGk,(b)ry with |b| even and y without indexes
i 4.k, 1, then

5 o= () X r(Gumicnm) ¥ u

ceG, TEG, nEG, 4
n
= <4> D (G (0)iGrab)k + Gra(D)rGiy(b)i) > ply)
€64 /((@k) (1)) pESn 4
=0.
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Otherwise, z is equal to o(m) for some ¢ € &,, and some invariant mono-
mial m. Since the indexing of an invariant monomial is non-decreasing, the
monomial m is unique. ]

Recall from definition m the increasing filtration of A(X,n)% given by
FiA(X,n)% = < Z o(m) ‘ m invariant monomial with 2/ 4+ k < z>
0'6671
Lemma 4.5.4. For all monomials my and meo of length 11 and lo we have
1
n_lllz (ma) (n—1 IZ n_l1+l2|z o(myoms)+a
o€6, oeGy oeGy

for some x € Fy, 11,1 A(X,n)®". In particular, the filtration F; A(X,n)%" is
multiplicative.

Proof. We compute the product of »_ s o(m1) and ) s o(mz) for two
invariant monomials of length Iy and [ls, respectively. If I; + lo > n then the
product belongs to Fy, 7, A(X,n)%" = A(X,n)®". We expand the product

and obtain
(X o)) (D otma) = > a(mir(ma)).

cEG, €6, o,7TEC,

There are two cases:

o if 7({1,...,1o})N{1,...,l1} # 0 then

Z o(mit(mz)) € Fiy 41,1 A(X,n)®n
o€y
e Otherwise, > s o(miT(mz)) =3 cs o(m1oma).

The number of permutations 7 such that 7({1,...,lo}) N {1,..., 1L} = 0 is

equal to % Thus we have:

Z o(miT(msa)) = (n—1)!(n —lp)! Z o(myomsg) + z,

o,TEGC, (nﬁillgil2)' ceS,

for some x € Fj, 1,1 A(X,n)%". O

Corollary 4.5.5. The algebra grp A(X,n)®" is generated in degrees one and
two.

Proof. Using Lemma we deduce that grp A(X,n)®" is generated by the
classes of > | (b); € F1 A(X,n)%" and of > iz Gij(b)i € Fa A(X, n)Sn for b
in the chosen basis of H*(X). O
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The K(X,n) model

We present a simpler model for the cohomology of unordered configuration
spaces in a compact orientable even dimensional manifold. Let I, be the
ideal of A(X,n)®" generated by the elements y := Y s 0(G12[X]1) and
22, where z := Yoes, 0([XT1).

Definition 4.5.6. Let K (X,n) be the quotient A(X,n)®"/L,.

Lemma 4.5.7. The quotient K(X,n) is a dga and the induced map
H*(A(X,n)®") — H'(K(X,n))

18 an isomorphism.

Proof. If n = 1 then I} = 0 and there is nothing to prove; assume n > 1.
Let us check the containment d(I,,) C I,, on the generators of the ideal I,:
we have d((3,cg, 0([X]1))?) = 0 since d([X]1) = 0. Recall that d(G12) =
Ars = S (—1)Plpyb3, where b runs over the chosen basis of H*(X) and b* is
the Poincaré dual of b. Thus we have

d(y) = Y o(d(Gi2)[XT) = Y o([X]:[X]2),

ce6, oeG,

and since

2= % o(XIir(X]) = (n—=Din—1) Y o(Xh[X]2),

o,7e€G, o€,

we have proven that K(X,n) is a dga.

We claim that H*(I,d) = 0, the sought isomorphism will follow from the
long exact sequence associated to I — A(X,n) — K(X,n). Let z = 2%a + yb
be an element in [ such that d(z) = 0. By Corollary Wwe can suppose
a,b € F,,_o A(X,n). The relation

x2b

2
v @)+ G im o

—yd(b) =0

implies that z*(d(a) + WIM) belongs to (y). The ideal (y) is generated
as vector space by all the invariant monomials such that i; = [X]. Because
d(a) € Fr,—2 A(X,n), it follows that b = —(n — 1)!(n — 1)d(a) + cy. Finally,
since y? = 0, we have z = (n — 1)!(n — 1) d(ya) and hence H*(I,d) =0. [

The stable algebra of surfaces

We want to compute all the cohomology groups of all configuration spaces
Cn(X,) simultaneously.

Fix a basis {b;}; of the cohomology algebra H*(X) and let {b}; be its
dual basis. The cohomology class of the diagonal is A = >_,(—1)/%!p; @ b,
where |b;] is the degree of b;.
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Definition 4.5.8. The stable algebra U, is the dga defined by

def A°(H* (%) @ HS'(Z,)[1
U, © N H(Zg) & H>(5)] ])/([pg]Q)'

The generators in HP(X)[1] are of bidegree (p,p + 1) and will be denoted by
b for b € HP(X,). The ones in HP(X,) are of bidegree (p,0).

The differential d of bidegree (2, —1) is defined by:

2g
d(1) = [pg] = > bib},
i=1
d(b) = [pg]b for b e H' (%),
d() =0 for b e H*(X,).
Define the increasing filtration F, U, of U, by

FiUg:<$1$2...l‘kﬂ1ﬂ2...gl | ]{3—|—2l§i>.

We will omit the index g when the genus is unambiguous. Let A(n) =
2n — x(X) where x is the Euler characteristic, from now on we will suppose
A(n) # 0. This assumption excludes only the case C;(CP?).

We define the morphism ¢, : Uy — K(34,n) given by:

on(1) =) Gi;
i#]
A
on(T) = (2n) Z Gijz; for v € H'(Z,)
i#]

n

n(lpg]) = M) Y _lpgls
i=1

on(z) = sz for x € H=Y(%,).

Lemma 4.5.9. If A\(n) # 0, the map ¢, induces an isomorphism of chain
complezes F,, Uy = K(2,,n).

Proof. Let us fix a basis 1,a',...a%,b',...,b9,[py] of H*(X,) and its dual
basis [py],b',...,b9, —a',...,—a% 1. The morphism ¢,, is well defined since
en([pg]?) = 22 j[pglilpgl; € In- Tt is a morphism of differential algebras be-
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d(pn(1)) = d(Z Gm’)
i#j
= Z([Pg]i + [pgls — iafb? B bfa?)
i#] h=1
ot 1Y S (SSa) (SSH) (3 (3
i—1 k=1 i=1 i=1 i=1 =1
= pp(d(1)).

An analogous computation shows that d(p, (%)) = ¢n(d(Z)) for z € HY(Z,).

By definition we have that ¢, (F; Uy) C F;K(X4,n). It is enough to prove
that the induced map grp F,, U, — grp K (34, n) is an isomorphism.

The basis for grp K (3,4, n) is given by the invariant monomials with b;, #
[pg] and bj, | # [pg], if K > 1. The surjectivity of ¢, follows from the mul-
tiplication law in grp K(34,n). Since K(¥4,n) and F, U, have the same
dimension the map ¢, F, 4 is an isomorphism. O

4.6 Some facts of representation theory

We consider grp, H*(34; Q) as a representation of the Lie algebra sp(2g) as-
sociated to the symplectic group. Call the fundamental weights of sp(2g)
Wi, ...,wg. The cohomology of ¥, in degree one is given by the standard
representation, i.e. H'(X,) = V,,.

Let a = 1, b = [py] and V = HY(%,). The algebra U, is isomorphic to
AV ® S*V]a,b]/(b?) with gradation given by: degl ® v = (1,1), degv ®
1 = (1,0), dega = (0,1) and degb = (2,0). The differential is given by
d1®v) =b(v®1) and d(a) = b+ w where

g
wE 23 ainb) @1,
j=1

while on the other generators the differential is zero.

Before computing the cohomology of (Ug, d) we need to know the cohomol-
ogy of (A*V ®8°V,d), where the differential d is defined by d(1® v) = v ® 1
and a(v ® 1) = 0. The standard action of s[(2g) on V induces an action on
(A°V ®8S"V,d), since the differential d is sl(2¢)-equivariant.

By an abuse of notation, we will call w1, ..., w241 the fundamental weights
of sl(2g) and W) its irreducible representations associated to a dominant
weight A. Set woy = 0.

Lemma 4.6.1. The sl(2g)-representation N V@SV decomposes, for j < 2g,
as

NV & SV = Wiw1+w]- D W(i—l)

w1twjy1
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Proof. It is known that S' V,,, = Wi, and APV, = W,,. Let 0 = (1,j+1) €
GSag be an element of the Weyl group of sl(2g). The element iw; + o(w;) =
(1 —1)wi +wj41 is a dominant weight for 7 > 0. By the Parthasarathy-Ranga-
Rao—Varadarajan conjecture (see [Lit94, Kum88|) Wiy, +o; and Wii_1)w, 4w,
are contained in the tensor product Wi, ® W, . Use the Weyl character

formula to find
. 1+5—1\/i+2g
iy = () (129

The equality (iﬂ%_l) (Zz'fjg) + (HZFZ Il) (Ztig]_ 1) = (2jg) (HQI.Q_I) completes the
proof. O

Lemma 4.6.2. The differential complex (\°V @ S*V,d) is exact in positive
degree.

Proof. The differential

d: Wiwl+wj S5 W(i—l)w1+wj+1 - W(Z'—l)wl-i-UJjJrl S W(i—z)wl-‘rw]'

is a non-zero morphism of representations. Thus, we have Wi, 1., = (ker d)s
and Wi_1)w, 1w,,, = (Im d)/TLi=1 for j > 0. Obviously (Imd)*? = 0, so

H' AV ®SV,d) =Q. O

Since the Lie algebra sl(2g) does not act on U,, we need to present a
branching rule for sp(2g) C sl(2¢g). For the sake of an uniform notation, we
define V), = 0 if X is not a dominant weight.

Lemma 4.6.3 (Branching rule). The sl(2g)-module Wiy, 1, decomposes as
sp(2g)-module in the following ways:
15 152

Winn+w; = @ Vi‘*’lJr‘*’jf% o2 GB ‘/(i_l)wl""wj—Qk—l when 2 < j <y,

k=0 k=0
|22 |22
Wiw1+wj = @ %w1+w29—j—2k D @ ‘/(i_l)wl+w2g—j—2k—1 when j > g.
k=0 k=0

Proof. We apply the result of [ST16, Theorem 1]. The diagram associated
to iwy + w; has a hook shape with row of length 7 4+ 1 and column of length
j. Fill each box with labels in the ordered set {1 < ... < g < g < ... < 1},
such that it becomes a semi-standard Young tableaux (SSYT) i.e. the rows are
non-decreasing and columns are increasing. The word w(T") — associated to a
SSYT T — is the word obtained by reading the tableaux from right to left and
from top to bottom. By convention, ez = —e,. A word w(T) = ajas...ag
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is admissible if for each r < k the element ) ._; e, is a dominant weight for
sp(2g). The decomposition of Wiy, 1, into sp(2g)-representations is given by

Wik tw; = &y V),
w(T) adimissible

where \(T') = Z‘;i(lT)‘ €ay-

Suppose w(T') is admissible, then the first row of T is labelled only by ones.
For j < g, all possible labels of the first column of 7', from top to bottom, are
the followings:

o 1.2.... . 9—k,j—k,j—k—1,...,5 —2k + 1, where k is an integer such
that 0 <2k <j5—1

e 1,2,....j—k—1,7—k—1,...,5 — 2k, 1, where k is an integer such that
0<2k<j—2andi>0.

Our decomposition follows, the case j > g being analogous. O

The differential d involves the multiplication by w, thus we need to study
the operator w: A'V @SV - ANV @S2V,

Lemma 4.6.4 ([FH91, Theorem 17.5]). The sp(2g)-representation NV is
isomorphic to A9~V and decomposes, for j < g, as

L]
NV =Wy =P V-
k=0

Moreover, (kerw)?99 =V,,, C A277V and (cokerw)’ =V, C A V.
Lemma 4.6.5. Fori¢ >0 and 1 < j < g, we have

ij ® S'V = Viw1+wj ® ‘/Y(’i—l)wl+wj+1 ® V(i—l)w1+wj-_1 b V(i—Q)W1+wj'

Proof. We use Lemmas [4.6.1] [4.6.3| and [4.6.4}

Vo, @SV =NVRSVenN?VesV
= Wi tw; & Wiy w0 © Wisitw; 2 © Wity +w;
= Viwr+w; & Vli-wr w1 @ V- w1 O Vii-wi+w;- U
We denote by R, the Grothendieck ring of sp(2g).

Definition 4.6.6. Let W be a bigraded representation of the group sp(2g).
The Hilbert—Poincaré series of W is the formal power series

Pw(t,s) = Z[Wi’j]tisj € R,[t, s]].
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Corollary 4.6.7. The Hilbert—Poincaré series of the representation A*V &
S*V s

Prvesv(t,s) =—g—5— s+
209—5+1) _ 1 . .
+ (1 + S)(l + tQS) Z [%wl+wj]ﬁtz+j<9z.
1<j<g

>0
The Corollary follows from Lemmas [4.6.4] and

Lemma 4.6.8. We have

(4.14)

. 2g+1+1\ 29g4+2-25 3
dlm%wl-ﬁ-Wj:( >

i, j 20 +2+i—ji+j
Proof. Recall that the positive roots of the Lie algebra sp(2g) are ey + ey, for

1 <k<h<gand2eforl <k<g. Moreover p=>7_,(9+1—k)ey.
Apply the Weyl formula for the dimension of a representation:

H (iwr +wj + p,ex —en) _ (g+1)!

s (p,er — en) itlg =G — DN+ 7)

H (iwr +wj+pexten)  (29+i+1Dlg+1—5)(29+2—2j)
boors (p,ex + en) 29+i+D(29+1— )29 +i+2—7)

ﬁ (iwy +wj +p,2e)  g+1+1

Pt {p, 2ex) Cgtl-g

We obtain eq. (4.14)) by multiplying the right hand sides of the previous equa-
tions. [

4.7 The cohomology of configuration spaces

The formula for the Betti numbers of C,,(X) given in [DCK17] is different from
ours (eq. (4.21))), which has no cancellations and a more geometric meaning.

The case of the sphere (g = 0) is essentially different from the case g > 0
and our approach is useless since sp(2g) is trivial for ¢ = 0. We refer to
[Sal04], [Sch18] for the proof of the following theorem.

Theorem 4.7.1. The rational homology of C,(S?) is:

H(Ca(S%);Q) = Q
H?(C2(5%);Q) =Q
H*(Ca(5%);Q) = Q forn >3
H?(Cn(5%);Q) =0 otherwise.
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The case of genus one surfaces is studied in [Sch16l Mag16].
From now on we assume g > 0. The following lemma is the proof of
Conjecture [£.3.10] only for the invariant sub-algebra.

Lemma 4.7.2. For g > 0 the filtration ¥,, Uy is strictly compatible with the
differential. Therefore, grp, H*(U,d) ~ H*(grp, U, grp, d).

The fact that the filtration F,, Uy is strictly compatible with the differential
d is related to the rational homological stability of C,(¥X4) proven in [Chul2|
RW13] in more generality.

Proof of Lemma[{.7.3. We need to prove that IndNF,, U C d(F,, U) for all
n > 0. Consider a generic element ax 4+ aby + z +bw in F,, U with x € F,,_o U,
yeF, 33U, 2€F,U, and w € F,_1 U. Suppose that d(az + aby + z + bw) €
F,—1U, then we have

d(ax + aby + z + bw) = bz + wa + abd(x) + wby + bd(z).

It follows that d(z) € F,_4U, d(z) 4+ wy € F, U and wz € F,,_; U. Since
the filtration, restricted to A*V ® S*V, is induced by the total degree, we
can suppose z,¥, z being homogeneous of total degree n — 2, n — 3, and n
respectively. So we have d(z) = 0, d(z) + wy = 0, and wz = 0. We deduce
from wz = 0 that deg(z) > 0 and hence, from d(z) = 0, that # = d(z') for
some 2’ of total degree n — 1. It follows that d(az + aby + z + bw) = d(a') for
2 €F,-1Uand IndNF,_1 U Cd(F,—1U). O

From now on we will work in grp U with the differential grpd. The only
difference between d and grp d is that (grpd)(a) = w. By abuse of notation
we denote by d the differential of grp U.

Lemma 4.7.3. The kernel of the differential d is the direct sum of the fol-
lowing vector spaces:

1. (kerd Nkerw)0,1],

2. (Imd Nkerw)[2,2] ® kerd[2, 1],
3. kerd,

4. NV ®8°V[2,0].

Proof. Consider a generic element abx+ay+bz+w with z,y, z,w € A*V®S*V:
its differential is

d(az + aby + z + bw) = wx + abd(x) + wby + bd(z). (4.15)

Therefore d(az + aby + 2 + bw) = 0 if and only if wz = 0, d(z) = 0 and wy +
d(z) = 0. The equations wz = 0 and d(x) = 0, together with Lemma
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imply that there exists 2’ such that d(z') = z. The equation wy + d(z) = 0
is equivalent to d(wy) = wd(y) = 0, thus y € kerd & (Imd N ker w)[0,1]. Let
%' be an element such that wy = d(z’): then z is of the form 2’ + 2" for some
2" € kerd and w can be any element in A°V ® S° V. O

Lemma 4.7.4. The image of the differential d is the direct sum of the fol-
lowing vector spaces:

1. 0,

2. Imd[2,1],

3. wkerd

4. Tmw(2,0] 4 Im d][2, 0].

Proof. Eq. implies that the image of d has trivial intersection with the
submodule a AV ® S* V. Consider z such that d(z) # 0, then the element
wz+abd(z) gives the addendum Im d[2, 1]. Now suppose d(z) = 0 and wz # 0,
then wx is in the image and generates a submodule isomorphic to w ker d.
Finally, IndNb A"V ®S" V coincides with Im w[2, 0]+ Im d[2, 0] (in general
this is not a direct sum). O

The following lemma is a consequence of Lemmas and
Lemma 4.7.5. The cohomology H*(U,d) is generated by:
1. ay—x if y = d(x) € kerd Nkerw,
(2.1) ab+w,
(2.2) aby — x if ay € kerd Nkerw and wy = dz,
(3) y if y € kerd/wkerd,
(4) by ify € AV ® S V/(Imd + Imw).

Lemma 4.7.6. The cohomologies of kerw, Imw, and coker w with respect to
the differential d are given by:

H%%(coker w) = (1) (4.16)
H" (coker w) = (@) (4.17)
H*Y(Imw) = (w) (4.18)
H%(coker w) = HITH HImw) = HY % (kerw) ~ V=2 4w, (4.19)
H7(cokerw) = HITH = (Imw) = H 2 (kerw) = 0. (4.20)
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Proof. Consider the two short exact sequences

0—=kerw—=>A"VeS'V—=Inw?2,0 —0
0—=Imw—AV&®SV — cokerw — 0.

By Lemma we have H7%(cokerw) ~ HIT1i=YImw) for (j,4) # (0,0)
and H»(Imw) ~ HI~H " (kerw) for (j,1) # (2,0). Eq. (4.16), and
follow immediately from the long exact sequence in cohomology. Since
(kerw)?® = 0 for j < g and (cokerw)’* = 0 for j > g, we deduce eq. .
The only representation that can appear in H9%(cokerw) ~ H9"~2(kerw)
is Vii_2)w, 4w, 1t is easy to see that the subspace Vig,+w, C Vi, ® SV s
contained in ker w Nkerd, but cannot lay in d(kerw) since (kerw)9~1i+1 = 0.

Finally, we have proven eq. (4.19). O

Lemma 4.7.7. The Hilbert—Poincaré series of kerd Nkerw is

Pkeraﬂkerw(t’ S) = t29 + (1 + tzs) Z [nglJer]th_j—Hsi-
1<j<g
i>0

Proof. Notice that kerd Nkerw = ker(a| kerw) and that

Pkerw(tv 5) = Z [‘/;w1+wj]t2g_j+i5i(1 + S)(l + t25)+

1<j<g
i>0
1294 295 Y Vi 4, 175" (14 25 + £757)
>0
PH(kerw) (t7 3) = Z[‘/;wl-l—wg]thriSi-
i>0
Using the formula (s + 1)Pker(3|kem)(t’ $) = Perw(t:8) + sPr(kerw)(t, ) we
obtain the claimed equality. O

Lemma 4.7.8. The Hilbert-Poincaré series of ker El/w kerd is

2 L
Pkera/Wker&(t’ s) =1+ (1+1"s) E [Wwﬁrwj]tjﬂsz.
1<y<g
i>0
Proof. Consider the exact sequence

ker d/

N - w -
0 — kerdNkerw — kerd = kerd — o ker

a— 0.
We have

2 2
Pkera/wkera(t’ S) = (1 — )Pkera(t’ S) +1t Pkeraﬂkerw(t’ S)’

and by Lemma we obtain the claimed equality. O
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Lemma 4.7.9. The Hilbert-Poincaré series of A°V ® S*V/Imw + Imd is

P vesv/imwtimd(ts) = (1+ t2s)(1+s Z Vi, [ T78").
1<j<g
>0

Proof. Let K be the quotient A*V ® S*V/Imw + Im d. Consider the exact
sequence

0 sImdNImw - Imd@Imw 5 A VRSV - K =0

and notice that Imd N Imw = kerd N Imw = ker(a‘lmw). We compute
Pker(&” ) using the formula

(14 9)Per(d ) (8 8) = Pimo(ts ) + sPrma) (£ 5)

relative to the bi-graded complex (Im w, c~1|1mw). Notice that Prygsv(t,s) =
(1+s)P,, 5+ 1 by Lemma m so we obtain

(1 + S)PK = (1 + S)(P/\V®SV - PImEl - PImw + Pker(aumw))
=sPrnyvgsv +1— sPmw + SPH(Imw)
= 8Peokerw + 1+ SPH(Imw)'

The equalities

Pitmay (5 5) = 4 5 3 Vi '

i>0
Peoteris = 1+ 5+ (14 8)(1+125) D (Vi 1771514
=5
1=

+ (145 +257) Y [Viey 4w, 77
>0

complete the proof. O

Theorem 4.7.10. The Hilbert-Poincaré series Py u)(t,s) € Ryl[t, s]] of the
cohomology H(Ug,d) is

(L £2) (17 4 £%95) + (14 225)7 D Vi, I8 (1 4 42977 s).
1<j<g
120

Proof. We use Lemma and the computations of Lemmas [£.7.7] to [£.7.9

_ ) 2,422 : ) 2 :
PH(U) - SPkerdﬂkerw+t s+t7s Pkerdﬁkerw+Pkerd/wkerd+t P/\ VS V/Imw+Imd"
]
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4.7. THE COHOMOLOGY OF CONFIGURATION SPACES

Let us define the series Qg4(t, s, u) in the Grothendieck ring of sp(2g) as:

Qqlt,s,u) =S [grlVy HI (Co(S)))t 7w, (4.21)

27‘77”

Theorem 4.7.11. If g > 0, the series Qq(t, s,u) € Ry[[t, s, u]] is equal to

1
Qqy(t,s,u) = 1-u ((1 + t2su3) (1 + t2u) + (1 + t25u2)t295u2(9+1)+
—u

£+ 2s?) 1+ 2sud) Y [X/iwﬁwj]t”isiu”%(l+t2(9’j)8u2(9*j“)))-
1<y<yg
i>0
Proof. Use Lemma and notice that Qx(t,s,u) = Pk (tu,su) for any
sub-quotient K of A*V ® S°*V, thus:

_ .2 3 2.3, 4,2.2 4 3
(1 - U)Qg =su Pkerdﬂkerw +t7su” +17s%u Pkerdﬂkerw+
2
+ Pkergl/wkera +1 u‘P/\ VesVv/ Imw+Imd* O

From Theorem 7,11l and Lemma [£.6.8 we obtain a formula for the mixed
Hodge numbers and for the Betti numbers of Cp,(%,).

Using this techniques, we can perform analogous computation for non-
orientable closed surfaces and for once-punctured orientable surfaces: this
two cases are easier than the our one. The same techniques can be applied
to compute the invariants of configuration spaces of algebraic surfaces with
irregularity zero.
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