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Chapter 1

An Introduction to the
Spectrum of a Ring

In the classical algebraic geometry, we usually work on algebraically closed fields
k and we have the affine spaces An = kn with the Zariski topology. So in this
case

Definition 1.1. An affine algebraic set is a closed subset of An.

We usually consider regular functions on this sets; these are functions that
locally behaves like a quotient of polynomials:

Definition 1.2. A regular function on an affine algebraic set X ⊆ An is a map
f : X → A1 such that for all x ∈ X there exists an open neighbourhood Ux and
two polynomials g, h ∈ k[x1, . . . , xn] such that for all y ∈ Ux h(y) 6= 0 and

f(y) =
g(y)

h(y)

Given two algebraic sets X,Y , a morphism is a continuous map f : X → Y such
that, for all regular functions ϕ on an open subset U ⊆ Y , f ◦ϕ : f−1(U) −→ A1

is regular.

Affine sets and morphism form a category; furthermore given an affine set X
we can consider the reduced k-algebra k[X] given by the regular function on X.
Such rings are strictly connected to the affine set; given a morphism f : X → Y
we get a homomorphism of k-algebras f∗ : k[Y ] → k[X]. Viceversa, given a
homomorphism of k-algebras g : k[Y ] → k[X], there exists a unique morphism
f : X → Y such that f∗ = g. This fact gives an equivalence of categories
between the category of reduced k-algebras and the category of affine sets.
Notice that there is a correspondance between points p ∈ X, homomorphism
k[X] → k and maximal ideals of k[X]. Therefore, in order to extend this
theory to non-algebraically closed fields, it’s convenient to consider the maximal
spectrum:

Definition 1.3. Let A be a ring. We call the maximal spectrum as the set

SpecM(A) = {p ⊆ A | p is maximal}

1



CHAPTER 1. AN INTRODUCTION TO THE SPECTRUM OF A RING 2

We will consider only commutative rings with 1. Given a subset S ⊆ A, we
call V (S) the set of maximal ideals that contain S.

Lemma 1.4. Let A be a ring. Then

• V (0) = SpecM(A)

• Given a set of ideals {Iα}α, V (
∑
α Iα) = ∩αV (Iα)

• Given two ideals I, J , V (I ∩ J) = V (I) ∪ V (J)

Theorem 1.5. There is a unique topology on SpecM(A) such that every closed
subset is of the kind of V (I).

If we consider k-algebras, where k is a ring, given a morphism f : X → Y we
get a morphism ϕ : SpecM(k[Y ])→ SpecM(k[X]) that sends a maximal ideal
to its inverse image.
Observation 1.6. It’s not true that V (I) = V (J) implies

√
I =
√
J . For example,

in the local ring Z(2), the ideals (0) and (2) define the same closed subset
V (0) = V (2) = (2), but they are both radical.

Notice that to make things work, we have considered only the case of k-
algebras: given a homomorphism of rings ϕ : A→ B the contraction of a max-
imal ideal doesn’t need to be maximal. Therefore, to consider a wider class of
rings, we can consider the prime spectrum:

Definition 1.7. Let A be a ring. The (prime) spectrum of A is the set

Spec(A) := {p ⊆ A | p is a prime ideal}

As in the case of the maximal spectrum, we can give a topology to this set
defining V (I) = {p ∈ Spec(A) | I ⊆ p}.
With these definitions, given a homomorphism of rings f : A → B we get an
induced map

f∗ : Spec(B)→ Spec(A)

that sends a prime ideal p ∈ Spec(B) to its contraction. This is continuous since

f∗−1(V (I)) = {p ∈ Spec(B) | p ⊇ f(I)} = V (IB)

Notice that the topology we have just defined is not T1; the set of closed points
coincide exactly with the maximal spectrum. There is a bijection between
radical ideals and closed subset of Spec(A) that reverses inclusions, given by
I ↔ V (I).

Definition 1.8. Let X be a topological space. X is irreducible if given two
closed subsets C1, C2 such that C1 ∪ C2 = X, then either C1 = X or C2 = X.

Proposition 1.9. Let I ⊆ A be an ideal. Then I is prime if and only if V (I)
is irreducible.

Lemma 1.10. Let X be a topological space and let Y ⊆ X be a subspace. The
following are equivalent:

1. Every closed subset of Y is the intersection of a unique closed subset in
X and Y .
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2. If A ⊆ X is closed then Y ∩A is dense in A

If those conditions hold then Y contains all closed points of X.

Proof.

(1)⇒ (2) Let A ⊆ X be a closed subset. We have to show that Y ∩ A is dense
in A. Assume by contradiction that Y ∩A 6= A. Then there exists a
proper closed subset Z ( A such that Y ∩ A ⊆ Z. By hypotesis, Z
is the intersection of a unique closed subset C ⊆ X and A. Therefore
Y ∩A ⊆ C∩A, which implies that Y ⊆ C. However, Y = Y ∩C = Y ∩X; by
the uniqueness of the closed subset X = C and this gives a contradiction.

(2)⇒ (1) Let C ⊆ Y be a closed subset and assume by contradiction that C =
Y ∩ A = Y ∩ B. By hypotesis, Y ∩ A is dense in A. Therefore, taking
closure,

A = Y ∩A = Y ∩A = Y ∩B ⊆ Y ∩B = Y ∩B

and therefore Y ∩A ⊇ Y ∩B which implies A ⊇ B. Since it is symmetric
in A,B, we get the thesis.

Definition 1.11. Let A be a ring. A is Jacobson if SpecM(A) is dense in every
closed subset of Spec(A).

Example. If A is a PID, A is Jacobson since Spec(A) = SpecM(A) ∪ {(0)}. If
A is local and # Spec(A) ≥ 2, then A is not Jacobson.

Proposition 1.12. Let A be a ring. The following are equivalent:

1. A is Jacobson

2. Every prime ideal of A is an intersection of maximal ideals

3. Every radical ideal of A is the intersection of maximal ideals

Proof.

(1)⇒ (2) Let p ∈ Spec(A). Assume by contradiction that

q =
⋂

m∈SpecM(A)
m⊇p

m ) p

Then V (q) ( V (p) and V (q) ∩ SpecM(A) = V (p) ∩ SpecM(A). By the
lemma, V (p) = V (p) which is absurd.

(2)⇒ (3) Trivial.

(3)⇒ (1) Let V (I), V (J) be closed subsets of Spec(A); by the lemma, we have to
show that if SpecM(A) ∩ V (I) = SpecM(A) ∩ V (J) then V (I) = V (J).
We can assume that I, J are radical; by hypotesis I = ∩Mi and J = ∩Nj
where Mi, Nj are maximal ideals. We notice that by the prime avoidance
lemma in this intersection all the maximal ideals containing I and J appear
and only them. Therefore V (I) = V (J).
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Notice that SpecM(A) = V (J (A)) and Spec(A) = V (N (A)). Therefore
SpecM(A) is dense in Spec(A) if and only if J (A) = N (A).

Proposition 1.13. The following are equivalent:

• A is Jacobson

• For all I ⊆ A, J (A/I) = N (A/I)

• For all radical ideals I, J (A/I) = 0.

Theorem 1.14 (Nullstellensatz). Let A be a Jacobson ring and let B a finitely
generated A-algebra.

• B is Jacobson

• If M ∈ SpecM(A) then M ∩A ∈ SpecM(A) and

A�M ∩A −→
B�M

is a finite extension of fields.

Definition 1.15. A discrete valuation ring (DVR) R is a domain such that
exists t ∈ R \ {0} such that every f ∈ R \ {0} can be written uniquely as
f = utn, u ∈ R∗ and n ∈ N.

Example. The localization Z(p) of Z for a maximal ideal are DVR. The ring of
power series over a field kJxK is a DVR.

It follows from the definition that the decomposition of an element f = utn

is unique. This implies that the only ideals of R are (0) of (tk), k ∈ N and in
particular R is a local PID (but not Jacobson). Therefore if we invert t we get
the quotient field of R Q(R) = Rt. Every element of this field can be written
uniquely as utk, k ∈ Z and this defines a discrete valuation on Q(R) = k such
that vR(utk) = k:

Proposition 1.16. Let a, b ∈ k \ {0}. Then vR(a + b) ≥ min(vR(a), vR(b)).
Conversely, given a discrete valuation v : k∗ → Z, the set

R = {a ∈ k∗ | v(a) ≥ 0} ∪ {0}

is a DVR.

Consider now A = R[x], where R is a DVR, and let k be the residue field
k = R/(t). We get a projection A→ k[x] and every maximal ideal of k[x] gives a
maximal ideal of A. In particular, we know that k[x] is a PID and if m = (p(x))
is maximal, π−1(m) = (t, p(x)). However, they are not the only maximal ideals.
For example, I = (xt− 1) is maximal since the quotient is exactly k.

Observation 1.17. Notice that A is not Jacobson but SpecM(A) is dense in
Spec(A).

Definition 1.18. Let R be a ring. We define AnR = Spec(R[x1, . . . , xn]).
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Proposition 1.19. Let A be a ring and let S be a multiplicative subset. The
homomorphism A → S−1A induces a map Spec(S−1A) → Spec(A) which is a
homeomorphism with the subspace {p ∈ Spec(A) | p ∩ S = ∅}.

This proposition gives a way to identify easily some open subset of Spec(A).
Let f ∈ A and consider the open subset Spec(A) \ V (f). Then Spec(Af ) '
Spec(A) \ V (f).

Let now A be a Jacobson ring. Then we have a bijection between irreducible
closed subsets of SpecM(A) and irreducible closed subsets of Spec(A) and these
can be identified as the closure of points of Spec(A).

Definition 1.20. Let X = Spec(A) and let p ∈ X. The residue field of p is the
quotient

k(p) := Ap�pAp
Notice that the following diagram is commutative:

A�p k(p)

A Ap

Given f ∈ A, we can evaluate it in a point p ∈ Spec(A)

f(p) := ϕ(f) ∈ k(p)

Notice that (f + g)(p) = f(p) + g(p) and (fg)(p) = f(p)g(p). Furthermore,
f(p) = 0 if and only if f ∈ p and this implies f(p) = 0 for all p ∈ Spec(A) if
and only if f ∈ N (A).

Definition 1.21. LetX be a topological space. We say thatX is quasi-compact
if for all open cover of X there exists a finite subcover.

Notice that it it equivalent to say that given a family of closed subsets Ci
such that ∩i∈ICi = ∅, there exists a finite subfamily such that ∩nj=1Cij = 0

Observation 1.22. Usually, we say that X is compact when it is compact and
Hausdorff.

Proposition 1.23. The open subsets of the form Xf = X \ V (f) form a basis
of open sets for the topology on X.

Proof. Let U ⊆ X be an open subset. We have to show that there exists f ∈ A
such that Xf ⊆ U . Notice that X \ U is closed and therefore X \ U = V (I).
Let f ∈ I. Then Xf = X \ V (f) ⊆ X \ V (I) = U and this gives the thesis.

Theorem 1.24. Let A be a ring. Then Spec(A) is quasi-compact.

Proof. Consider a family of closed subsets V (Ik), k ∈ K and assume that the
intersection is empty ∩k∈KV (Ik) = ∅. This means V (

∑
k∈K Ik) = ∅ and there-

fore 1 ∈
∑
k∈K Ik. So there exists a finite combination of elements of these

ideals such that
1 =

∑
ai︸︷︷︸
∈A

ski︸︷︷︸
∈Iki

Therefore 1 ∈
∑n
i=1 Iki and so ∩ni=1V (Iki) = V (

∑n
i=1 Iki) = ∅.



Chapter 2

Sheaves

Definition 2.1. Let X be a topological space. A presheaf P of abelian groups
on X is a functor from the set of open sets of X to abelian groups, so for each
pair of open subsets U ⊆ V there exists a homomorphism

ρV U : P (V ) −→ P (U)

called restriction homomorphism, such that ρUU = Id and if U ⊆ V ⊆ W then
ρWU = ρV U ◦ ρWV .
A subpresheaf Q of a presheaf P is a collection of subgroups Q(U) ⊆ P (U) that
commutes with restrictions.

Example. If we associate to each open set U ⊆ X the continuous functions from
U to X, we get a presheaf. If A is an abelian group, PA given by the PA(U) = A
and ρUV = IdA is a presheaf.

Definition 2.2. Let P,Q be presheaves on X. A homomorphism of presheaves
is a natural transformation between P,Q. This means that for every open subset
U there exists a homomorphism fU : P (U)→ Q(U) such that for all U ⊆ V the
following commutes

P (U) Q(U)

P (V ) Q(V )

The kernel of a homomorphism is the subpresheaf

Ker(ϕ) := {U 7−→ Ker(ϕU ) | ϕU : P (U)→ Q(U)}

Example. If X ⊆ C is open and OX is the presheaf of nowhere zero holomorphic
functions (with multiplication), then exp: OX → OX is a homomorphism of
presheaves.
Let A be an abelian group and X a toplogical space. We have the presheaf
AX of locally constant functions f : U → A. There exists a homomorphism
ϕ : PA → AX such that

PA(U) : A −→ AX(U)
a 7−→ (u 7→ a)

6



CHAPTER 2. SHEAVES 7

If Q ⊆ P is a presheaf, we define the quotient presheaf as

P�Q(U) := P (U)�Q(U)

For example, if R is a subpresheaf of P that goes to zero through ϕ : P → Q,
then it factors through

P�R −→ Q

Consider now the quotient Q = CX�CBX , which is the quotient of all contin-
uous function for all the bounded continuous function. Then if s ∈ Q(U) there
exists an open cover U = ∪Vi such that s|Vi = 0 for all i. We now take P as
the bounded continuous functions and consider an open cover U = ∪Vi. Let
si ∈ P (Vi) such that si|Vij = sj |Vij . Then we can’t lift lift these section to a
global section s ∈ P (U). These observations give rise to the following:

Definition 2.3. A presheaf P is separated if for all U ⊆ X open subset and
for all s ∈ P (U), if there exists an open cover U = ∪Vi such that s|Vi = 0 then
s = 0.
A sheaf F is a separated presheaf such that for all open subsets U and for all
open covers U = ∪Vi, given sections si ∈ F (Vi) such that si|Vij = sj |Vij , there
exists s ∈ F (U) such that s|Vi = si.
A morphism of sheaves ϕ : P → Q is a morphism of presheaves where P,Q are
sheaves.

Proposition 2.4. The kernel of a morphism of sheaves is a sheaf.

Proof. Let ϕ : F → G be a morphism of sheaves. Clearly, Ker(ϕ) is a presheaf;
we have to show that it is a sheaf. Let U be an open subset and consider an
open cover U = ∪Vi. Let si ∈ Ker(ϕ)(Vi); we want to show that they lift to a
section in Ker(ϕ)(U). By the property of sheaves, we can find s ∈ F (U) such
that s|Vi = si. Then ϕ(s)|Vi = ϕ(si) = 0 and therefore ϕ(s) is locally zero.
Since G is a sheaf, ϕ(s) = 0 and this concludes the proof.

Definition 2.5. Let X be a topological space and let P be a presheaf on X.
Given x ∈ X, we consider the set

{(U,ϕ) | U neighbourhood of x, ϕ ∈ P (U)}

and the relation

(U, s) ∼ (V, t) ⇐⇒ ∃W ⊆ U ∩ V neighbourhood of x s.t. s|W = t|W

We call the quotient as the stalk Px of P at x.

The stalk can also be identified as the direct limit:

Px = lim−→
x∈U

P (U)

and it is an abelian group. We call the element of this group as germs. If
s ∈ P (U), we denote its germ as sp = [(U, s)].

Proposition 2.6. Let X be a topological space and P a presheaf on X. P is
separated if and only if if s ∈ P (U) and sp = 0 for all p ∈ U , then s = 0.
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Let ϕ : P → Q be a homomorphism of presheaves. It induces a map between
the stalks:

ϕp : Px −→ Qx
[(U, s)] 7−→ [(U,ϕU (s))]

Notice that if F is a sheaf on a topological space X, then F (∅) = 0. ∅ is a
covering of the empty set and F (∅) is the equalizer of the maps

F (∅)→
∏
i∈∅

F (Ui)⇒
∏
i,j∈∅

F (Uij)

Since the product are over an empty set of indexes, they are zero, so F (∅) = 0.
Example. Let X be an irreducible toplogical space and let A be an abelian group
A 6= 0. We define the constant presheaf PA(U) = A for all open subsets U . This
is not a sheaf; indeed, PA(∅) = A 6= 0.

2.1 Sheafification
Let P be a presheaf on X. We want to find in a certain sense the smallest sheaf
containing P . Given an open subset U ⊆ X, we define

P̃ (U) = {ϕ : U → tx∈UPx | ϕ(x) ∈ Px ∀x ∈ X}

P̃ is a presheaf since we are considering all the function ignoring continuity;
given U ⊆ V ⊆W we naturally get the restriction maps

P̃ (W )
ρWV−−−→ P̃ (V )

ρV U−−−→ P̃ (U)

obtained just by ignoring the points. In a certain sense, this presheaf ignores the
continuity of the maps. We now define the sheafification as the biggest subsheaf
P sh ⊆ P̃ just by forcing the lifting property:

P sh(U) = {ϕ ∈ P̃ (U) | ∃{Ui} open
cover , si ∈ P (Ui) s.t. ∀x ∈ Ui ϕ(x) = (si)x}

This is a subsheaf of P̃ . First of all, we have to show that the restriction map
is well-defined

ρ : P sh(U) −→ P sh(V )
φ 7−→ φ|V

Let φ ∈ P sh(U); then, since the restriction map of a subpresheaf is the restric-
tion of the one of the presheaf, φ|V ∈ P̃ (V ). φ ∈ P sh(U) and by definition there
exist an open cover Ui and sections si ∈ P (Ui) such that for all i, φ(x) = (si)x
for all x ∈ Ui. Let now Vi = V ∩ Ui and s̃i = ρUiVi(si); then φ|V ∈ P sh(V ).
We have now to show that coherent sections lift. Let U ⊆ X be an open
set and consider an open cover U = ∪Vi and sections si ∈ P sh(Vi) such that
si|Vij = sj |Vij . We have to show that there exists s ∈ P sh(U) such that s|Vi = si.
Clearly, there exists s ∈ P̃ (U) such that s|Vi = si. Since si ∈ P sh(Vi), we can
find open covers Vij and sij ∈ P (Vij) such that si(x) = (sij)x. Then Vij is an
open cover of U and the sij ∈ P (Vij) have the property such that s(x) = sij(x).
Therefore by definition s ∈ P sh(U) and furthermore it is unique. This shows
that P sh is a sheaf.
We notice that there exists a canonical map

ηp : P −→ P sh

s 7−→ (x 7→ sx)
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Lemma 2.7. ηp is injective if and only if P is separated.

Proof. Given s ∈ P (U),

ηp(s) = 0 ⇐⇒ sx = 0 ∀x ∈ U

Assume ηp is injective: then if sx = 0 for all x ∈ U we get s = 0.
Conversely, if P is separated and sx = 0 for all x ∈ U , s = 0 and therefore ηp is
injective.

Lemma 2.8. P is a sheaf if and only if ηp is an isomorphism.

Proof. Assume that P is a sheaf. Then by the lemma ηp is injective and we
have only to show surjectivity as a map of presheaves. Let ϕ ∈ P sh(U): by
definition there exists an open cover U = ∪Vi and sections si ∈ P (Vi) such that
ϕ(x) = si(x) for all x ∈ Ui. Then si|Uij = sj |Uij and since P is a sheaf there
exists s ∈ P (U) such that s|Ui = si and we get the thesis.

Lemma 2.9. For all x ∈ X, (ηp)x : Px → P shx is an isomorphism.

(ηp)x : Px −→ P shx
[(s, U)] 7−→ [(ηp(s), U)]

Proof. First, we show surjectivity. Let [(ϕ, V )] ∈ P shx . Then ϕ ∈ P sh(V )
and by definition there exist an open cover Ai and sections si ∈ Ai such that
ϕ(y) = si(y) for all y ∈ Ai. Assume that x ∈ Aī then [(ϕ, V )] = [(ηp(si), Ai)].
We now show that (ηp)x is injective. Let [(s, U)] ∈ Px such that [(ηp(s), U)] = 0.
Since ηp(s) ∈ P sh(U), there exist an open cover Ai and sections si ∈ P (Ai) such
that ηp(s)(y) = si(y) = 0. Therefore

[(s, U)] = [(si, Ai)] = [(0, Ai)]

Lemma 2.10. Let ϕ : P → Q be a homomorphism of presheaves. Then there
exists a unique ϕsh : P sh → Qsh such that the following commutes:

P sh Qsh

P Q

ϕsh

ϕ

Proof. It is enough to define

ϕsh(α)(x) = ϕx(α)(x)

Therefore we have shown that the sheafification has the following universal
property:
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Let P be a presheaf and F a sheaf. Given a morphism of presheaves
ϕ : P → F , there exists a unique ϕsh : P sh → F such that

P F

P sh

ϕ

ϕsh

Example. Let A be an abelian group with the discrete topology and we consider
the presheaves PA(U) = A for every U ⊆ X open set. Then

P̃ (U) = {f : U → A} P sh(U) = {f : U → A | f is locally constant}

Let now F be a sheaf (of abelian groups) and G ⊆ F be a presheaf. Then

F̃�G(U) = F (U)�G(U)

is a separated presheaf but in general not a sheaf. We define

F�G := F̃�G
sh

The composition

G→ F → F̃�G
is zero and so

G→ F → F�G
is zero too. In general, if f : F → H is a homomorphism of sheaves such that
G→ F → H is zero, we get F/G→ H.

Definition 2.11. Let ϕ : F → G be a morphism of sheaves. We define

Im(ϕ) := Ĩm(ϕ)sh

Ker(ϕ) is a sheaf, so we don’t need to sheafify it. In particular,

ϕ is injective ⇐⇒ ϕ is injective as a morphism of presheaves
ϕ : F → G is surjective ⇐⇒ Im(ϕ) = G

and therefore ϕ doesn’t need to be surjective as a homomorphism of presheaves.
However, if ϕ is injective, Ĩm(ϕ) = Im(ϕ) and so ϕ is a homomorphism if and
only if ϕ is injective and surjective.

Lemma 2.12. Let F,G be sheaves and let ϕ : F → G be a homomorphism of
sheaves.

1. If ϕx is surjective for all x ∈ X, then ϕ is surjective.

2. If ϕx is injective for all x ∈ X, then ϕ is injective.

3. If ϕx is an isomorphism for all x ∈ X, then ϕ is an isomorphism.
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Proof. First we notice that the third point follows from the others. We only
have to show the first two.

1. Assume ϕx is surjective for all x ∈ X. Let g ∈ G(U); by the surjectivity
on the stalks, for all x ∈ U [(g, U)] = ϕx([(fx, Vx)]). Notice that U =
∪x∈U (U ∩ Vx) and fx ∈ F (Vx ∩ U). Since F is a sheaf, there exists
f̃ ∈ F (U) such that f̃ |Vx = fx for all x. Then ϕ(f̃) = g, as desired.

2. Assume ϕx is injective for all x ∈ X. Let f ∈ F (U) such that ϕU (f) = 0.
Then for all x ∈ X,

(ϕU )x[(f, U)] = [(ϕU (f), Vx)] = [(0, Vx)]

Since the map is injective on the stalks, f is locally zero and since F is a
sheaf f = 0.

Observation 2.13. In the proof of this lemma we didn’t use the fact that G
is a sheaf; therefore if F is a sheaf and G is a presheaf and we have a map
ϕ : F → G that induces isomorphisms on the stalks, G is a sheaf and the map
is an isomorphism.

Definition 2.14. A sequence F ′ α−→ F
β−→ F ′′ is exact in F if Im(α) = Ker(β).

Proposition 2.15. F ′ → F → F ′′ is exact if and only if F ′x → Fx → F ′′x is
exact for all x ∈ X.

Example. Since surjectivity of a morphism of sheaves is different from surjec-
tivity of a morphism of presheaves, even if 0→ F ′ → F → F ′′ → 0 is exact the
global section can lose this property

0→ F ′(X)→ F (X)→ F ′′(X)

2.2 Operations on Sheaves
In this section, we suppose that X is a topological space and {Pi}i∈I is a col-
lection of presheaves

Product We define the product of presheaves as(∏
i∈I

Pi

)
(U) :=

∏
i∈I

Pi(U)

The product has the following universal property:

If Q is a presheaf, given ∀i ∈ I homomorphisms ϕi : Q→ Pi, then there
exists a unique homomorphism ϕ : Q→

∏
i Pi such that πi ◦ϕ = ϕi, where

πi :
∏
j Pj → Pi is the canonical projection.

Notice that if the Pi’s are sheaves, so is the product
∏
i Pi.
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Direct Sum We define the direct sum of presheaves as

˜(⊕
i∈I

Pi

)
(U) :=

⊕
i∈I

Pi(U)

It satisfies the following universal property:

If Q is a presheaf, given ∀i ∈ I homomorphisms ϕi : Pi → Q, then there
exists a unique homomorphism ϕ : ⊕̃Pi → Q such that ϕ ◦ εi = ϕi, where
εi : Pi → ⊕̃Pi is the canonical injection.

Remark 2.16. If the Pi’s are sheaves, it’s not true that ⊕̃Pi is a sheaf.

If Pi’s are sheaves, we define ⊕i∈IPi = ˜(⊕i∈IPi)
sh

. Since we have the presheaves
inclusion, we obtain ⊕̃

i∈I
Pi ⊆

∏
i∈I

Pi −→
⊕
i∈I

Pi ⊆
∏
i∈I

Pi

In particular, we can identify the direct sum in the product in this way:(⊕
i∈I

Pi

)
(U) =

{
s ∈

∏
i∈I

Pi(U) | ∀p ∈ U ∃ V︸︷︷︸
p∈

⊆ U s.t. #{i | si|V 6= 0} <∞
}

In this way, the universal property comes from the presheaves’ one. In particular,

Pi (̃⊕Pi) ⊕Pi
εi

εi

we have the injection given by εi. So given a family of homomorphisms ϕi : Fi →
G, we get unique maps ⊕̃Pi → G. Since G is a sheaf, there exists a unique
ϕ̃ : ⊕ Pi → G (for the (·)sh property) such that εi ◦ ϕ̃ = ϕi.
Example. Let X be R and I = N. We consider the functions fi ∈ CR

such that fi(i) = 1, fi(x) = 0 if |x − i| < 1, as in the figure. Then f =

(f1, f2, . . . ) ∈
∏
N CR, while f 6∈ ⊕̃NCR(R). However, we get f ∈ ⊕NCR.

If U ⊆ R is bounded, f |U ∈ ⊕̃CR(U) but f 6∈ ⊕̃NCR(R).

Restriction Let U be an open set of X and let F be a sheaf on X. We define
the restriction sheaf as

(F |U )(V ) = F (V )

where V is an open set of U . Since U is open, this is well defined.
In this case, given p ∈ U , we have (F |U )p ' Fp.
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Pushforward Lef f : X → Y be a continuous function and F be a sheaf on
X. We define the pushforward to Y as

(f∗F )(V ) = F (f−1(V ))

We notice that this is well defined because the inverse image of an open set is
an open set by the definition of continuous function. If we have a composition

X
f−→ Y

g−→ Z

and F is a sheaf on X, then (fg)∗F = g∗(f∗F ). What’s more, f : X → Y
induces a functor f∗ from sheaves on X to sheaves on Y . Infact, if ϕ : F → G
is a morphism of sheaves on X, we have the induced morphism

f∗ϕ : f∗F → f∗G

As a consequence we get an equality of functors between (fg)∗ and f∗g∗. The
pushforward also induces a canonical homomorphism between the stalks

(f∗F )f(p) −→ Fp
[(V, s)] 7−→ [(f−1(V ), s)]

Example (Sheaves on a point). There’s an equivalence between sheaves on a
point and abelian groups. Infact, F (∅) = 0 because of the sheaf condition, so
we can only choose F (X) and every choice is fine.

Example. Suppose given f : X → Y (there’s only one map!), where Y is a point,
and a sheaf onX. The pushforward f∗F is a sheaf on a point, so f∗F (Y ) = F (X)
and the sheaf is trivial.

Notice that the map
F (X) −→ Fp
s 7−→ sp

is neither surjective or injective in general.
For example, let X be equal to C and consider the sheaf OX of the holomorphic
functions on X. We choose the point 0 ∈ C. Then we have[

1

1− z
,C \ {0}

]
∈ OC,0

but the function is not holomorphic on C. So the map is not surjective.
Considering then the sheaf of continuous functions on X = R, we know that
continuous functions can be the same on an proper open set but not everywhere,
so in this case the map is non injective.

Let X be a topological space and Y a subspace. Assume that we have a sheaf
F on Y . Then we can consider the pushforward on X through the canonical
embedding

f : Y −→ X

and we have (f∗F )p ' Fp for all p ∈ Y . Indeed, f induces the map

ϕ : (f∗F )p −→ Fp
[(U, s)] 7−→ [(f−1(U), s)]
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Injectivity. Let [(U, s)] ∈ (f∗F )p such that ϕ[(U, s)] = [(W, 0)]. W is an open
subset of Y , so there exists an open subset V of X contained in U such that
V ∩ Y = W . Then [(U, s)] = [(V, 0)], which implies injectivity.
Surjectivity. Let [(V, s)] be an element of Fp; this means that V is an open
subset of Y , so there exists an open subset U of X such that U ∩ Y = V . Then
ϕ[(U, s)] = [(V, s)], as desired.
Example. We consider the spaces X = Y = C and the continuous functions

f : C −→ C
z 7−→ z2

Let F = ZX be the sheaf of constant function from X to Z. Let q ∈ Y . We
want to study the stalk of the pushforward in q.

• If q = 0, then the inverse image of every open set B(0, r2) is B(0, r); so
the stalk is the same and (f∗ZX)q ' Z.

• If q 6= 0, f−1(B(q, r)) (if r is sufficiently small) is the disjoint union of 2
open sets containing the two different square roots of q. So (f∗ZX)q ' Z2.
Chosen p ∈ C such that p2 = q, then the map

Z2 ' (f∗ZX)q → (ZX)p ' Z

induced by the pushforward is given by the projection.

Observation 2.17. Let X be a topological space and F be a sheaf on X. If {Ui}
are the connected components of X, the map

F (X) −→
∏
F (Ui)

s 7−→ (s|Ui)i

is an isomorphism. Therefore, given a discrete space, we get an equivalence
between sheaves on X and collection of abelian groups (Ap)p∈X .

Example. Let X be a topological space and let X̃ be the same set with the
discrete topology. Then f : X̃ → X is continuous. We consider on X̃ the sheaf
QX̃ of continuous functions from X̃ to Q. If X = R, then dimQ(f∗QX̃)p is very
large.

2.3 The Structure Sheaf
Let A be a ring and let consider the topological space X = Spec(A). We want
to construct OX the structure sheaf on X with the following property:

• OX(X) = A

• OX(Xf ) ' Af

The first question is: does such a sheaf exist?
Observation 2.18. We notice that the requests imply that OX,p ' Ap. Infact,
we know that the set {Xf | f ∈ A} is a bases of open sets for Spec(A). We
consider the map

f : OX,p −→ Ap
[(Xf , s)] 7−→ s
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where we identify s as an element of Ap with the inclusion map Af → Ap, which
is well defined because f 6∈ p.
Injectivity. If s = 0 in Ap, then s = a/t where t 6∈ p and there exists h 6∈ p such
that ah = 0 in A. Then [(Xf , s)] = [(Xfh, s)] = [(Xfh, 0)].
Surjectivity. If s ∈ Ap, then s = a

t . Then f([(Xt, s)]) = s.
Given U ⊂ X an open set, the idea is to consider, as in the case of sheafification,
the ring

ÕX(U) = {f : U → tp∈UAp | f(p) ∈ Ap ∀p ∈ U}

Then we obtain, by restriction,

OX(U) =

{
α ∈ ÕX(U) | ∀p ∈ U ∃f ∈ A ∃s ∈ Af s.t.

{
p ∈ Xf ⊆ U
∀q ∈ Xf α(q) = sq

}
Theorem 2.19. OX is a sheaf of rings.

Proof. First, we have to prove that OX(U) is a ring. Obviously, the map that
sends every point of U to the identity in each Ap is the identity in OX(U). We
have to show that if α, β ∈ OX(U) then α+ β, αβ ∈ OX(U).

Clearly, α + β ∈ ÕX(U). Given p ∈ U , by the definition of OX , there exist
f, g ∈ A and s ∈ Af , t ∈ Afg such that p ∈ Xfg = Xg ∩Xf and for all q ∈ Xfg

we have α(q) = sq and β(q) = tq. So the elements fg ∈ A and s + t ∈ Afg
satisfy the request, and α+ β ∈ OX(U).

A

Af Afg

The same proof can be done for the product and so OX(U) is a ring. It is clearly
a presheaf with the restriction maps

ρ : OX(U) −→ OX(V )
α 7−→ α|V

We have now to show that it is a sheaf. Let U =
⋃
i Vi be an open cover of U and

si ∈ OX(Vi) sections such that si|Vij = sj |Vij . Define s ∈ ÕX(U) as s(p) = si(p)
if p ∈ Vi. Clearly, this is well defined: we have to show that s ∈ OX(U). Let p
be an element of U ; for all i such that p ∈ Vi, there exists fi ∈ A, ti ∈ Afi such
that p ∈ Xfi ⊆ Vi ⊆ U and si(q) = ti,q. So it is enough to choose one of these
indexes i to end the proof.

We have a homomorphism A → OX(X) such that a → (p → ap ∈ Ap). We
rename Γ(U,OX) := OX(U), but we will use both notations.

Theorem 2.20. Let f ∈ A. Then Af → Γ(Xf ,OX) is an isomorphism. In
particular, A→ Γ(X,OX) is an isomorphism.

Proof. We have the map

ϕ : Af −→ OX(Xf )
x 7−→ αx

where αx(p) = x in Ap. The map is well defined, because f 6∈ p for all p ∈ Xf .
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Injectivity. Suppose αx(p) = 0 for all p ∈ Xf . This means that x = 0 in Ap
for all p ∈ Xf . Suppose x = a/fn; it means that for all p ∈ Xf it exists tp 6∈ p
such that tpa = 0 in A. We want to show that

f ∈
√

(0 : a) = I

If this happens, then a/fn = 0/1 and so injectivity.
Suppose f 6∈ I. Then there exists a prime ideal p such that f 6∈ p, a ∈ p and
I ⊆ p. Then exists tp 6∈ p such that tpa = 0. So tp ∈ I and tp 6∈ p; this is
absurd, so ϕ is injective.
Surjectivity. Let α be an element of OX(Xf ). For each p ∈ Xf , by definition of
α, there exist fp ∈ A and sp ∈ Afp such that α(q) = (sp)q for all q ∈ Xfp ⊆ Xf .
This produces an open cover of Xf ; by compactness of Xf , we can choose
h1, . . . , hk such that Xf = Xh1 ∪ · · · ∪ Xhk . So for each i ∈ {1, . . . , k}, we
suppose without loss of generality, α(q) = ai/hi ∈ Ahi for all q ∈ Xhi .

ai
hi

=
aj
hj
∈ Ahihj ⇒ (hihj)

nij (aihj − ajhi) = 0 in A

We can choose n as the maximum of nij . Then we have hni h
n+1
j ai = ajh

n+1
i hnj .

We define a′i = aih
n
i and h′i = hn+1

i . Then we still have a′ih′j = a′jh
′
i.

Since Xf = Xh1
∪ · · · ∪Xhk , we get f ∈

√
(h1, . . . , hk) =

√
(h′1, . . . , h

′
k), so

fk =

k∑
i=1

bih
′
i

We define a =
∑
bia
′
i; then we obtain for all j

ah′j =
∑

bih
′
ja
′
i =

∑
bih
′
ia
′
j = a′jf

k

So the element x = a/fk is the desired one.

Example.

• Let k be a field; then k[x] is a PID. So, if U is an open set of A1
k =

Spec(k[x]), U = ∅ or U = (A1
k)f . Then we have O(U) = Γ(U,O) = k[x]f .

• Let X = A2
k = Spec(k[x, y]) and U the open set A2

k \ {(x, y)}. We want to
compute Γ(U,O). We consider the open sets

U1 = (A2
k)x = Spec(k[x, y]x) U2 = (A2

k)y = Spec(k[x, y]y)

We have U = U1 ∪ U2, because U = X \ {(x, y)} = X \ V (x, y) = X \
(V (x)∩ V (y)) = (X \ V (x))∪ (X \ V (y)). Furthermore, we get U1 ∩U2 =
Spec(k[x, y]xy) and Γ(U,O) is the kernel of the map

k[x, y]x ⊕ k[x, y]y −→ k[x, y]xy
(ϕ,ψ) 7−→ ϕ− ψ

Infact, if ϕ ∈ OX(U1) and ψ ∈ OX(U2) coincide on the intersection,
because of the sheaf condition they coincide in the union, so an element
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of the kernel gives rise to an element of Γ(U,O). Viceversa, given an
element of Γ(U,O), the restriction maps produce elements that coincide
on the intersection, so an element of the kernel. We now want to show
that Γ(U,O) ' k[x, y]. Consider an element of the kernel

ϕ(x, y) =
α(x, y)

xm
ψ(x, y) =

β(x, y)

yn

From the relation ϕ = ψ we obtain

α(x, y)

xm
=
β(x, y)

yn
⇒ α(x, y)yn = β(x, y)xm

where the implication is due to the fact that the relation on domains is
easier. Noticing that k[x, y] is an UFD and x, y are irreducible, we obtain

yn | β(x, y)⇒ β(x, y) = ynβ(x, y)

xm | α(x, y)⇒ α(x, y) = xmα(x, y)

So, we have

ϕ(x, y) =
α(x, y)

1
ψ(x, y) =

β(x, y)

1

and so α = β and Γ(U,O) = k[x, y]. Analogously, if X = Spec(Z[x]) and
U = X \ {(2, x)}, we have Γ(U,O) = Z[x].

2.4 Ringed Spaces
Definition 2.21. A ringed space (X,OX) is a topological space X with a sheaf
of ring OX ; a locally ringed space is a ringed space such that ∀p ∈ X OX,p is a
local ring.

Example.

• If X = Spec(A), (X,OX) is a locally ringed space.

• If A is a ring and X is a topological space, we consider the constant sheaf
AX . (X,AX) is a ringed space and (AX)p ' A. So,

(X,AX) is a locally ringed space ⇐⇒ X = ∅ or A is local

• If (X,OX) is a (locally) ringed space and U ⊆ X is an open subset, the
restriction (U,OX |U ) is a (locally) ringed space.

• If X is a topological space, then (X, CX) is a locally ringed space

• If X is a C∞ manifold, (X, C∞X ) is a locally ringed space

• If X ⊆ C is an open set, (X,OX) is a locally ringed space, where in this
case OX is the sheaf of holomorphic functions

Definition 2.22. Let (X,OX) and (Y,OY ) be ringed spaces. A morphism of
ringed spaces f : X → Y is a pair (f, f#) where f : X → Y is a continuous map
and f# : OY → f∗OX is a homomorphism of sheaves of rings.
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In the case of locally ringed spaces, we have a different definition. If A,B
are local rings, a homomorphism f : A → B is local if f−1(MB) = MA. For
example, the inclusion map i : Z(p) → Q isn’t a local homomorphism.

Definition 2.23. Let X,Y be locally ringed spaces. A morphism of locally
ringed space is a morphism of ringed spaces such that ∀p ∈ X the composition

OY,f(p) (f∗OX)f(p) OX,p
f#
f(p)

is a local homomorphism.

Example. If X is a point and A,B are local rings, we have the locally ringed
spaces (X,A) and (X,B). A morphism of ringed spaces in this case is essentially
a homomorphism of rings f# : B → A. It is a morphism of locally ringed spaces
if and only if B → A is a local homomorphism.

Example. Let X,Y be topological space and f : X → Y a continuous function.
We have the function f# : CY → f∗CX such that, given ϕ ∈ CY (V ), f#(ϕ) =
ϕ ◦ f ∈ CX(f−1V ). If p ∈ X, we have the composition

CY,f(p) (f∗CX)f(p) CX,p

ψ

We have that ψ[ϕ] = [ϕ◦f ]. We notice that Mp = {[f ] ∈ CX,p | f(p) = 0} is the
maximal ideal of CX,p and so the homomorphism is local. So, this is a morphism
of locally ringed spaces.

Example. Let f : X → Y a C∞ map between C∞ manifolds.

f# : C∞Y −→ f∗C∞X
ϕ 7−→ ϕ ◦ f

(f, f#) is a morphism of locally ringed spaces.

Theorem 2.24. Let A,B be rings. There is a bijective corrispondence between
homomorphisms of rings ϕ : B → A and morphisms of locally ringed spaces
ϕ# : Spec(A)→ Spec(B).

{ϕ : B → A | homomorphism
of rings } 1:1←→ {f : Spec(A)→ Spec(B) | morphism of locally

ringed spaces }

Proof. Let ϕ : B → A be a homomorphism of rings. The homomorphism induces
a continuous map

f : X −→ Y
p 7−→ ϕ−1(p)

So if q = ϕ−1(p) we have the following commutative diagram:
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B A

Bq Ap

ϕ

ϕp

What’s more, ϕp is a local homomorphism. In this way, we have found a way
to associate a local homomorphism ϕp to each point p of the spectrum.
Now, we define a map f# : OY → f∗OX . By the definition of f∗OX , we have
to send an element of OY (U) to OX(f−1(U)). So, given β ∈ OY (U), we define

f#(β) : f−1(U) −→
⊔

p∈f−1(U)

Ap

p 7−→ ϕp(β(f(p)))

We have the induced maps

OY,f(p) (f∗OX)f(p) OX,p

ψ

which is a local homomorphism. So (f, f#) is a morphism of locally ringed
space.

Conversely, let (f, f#) be a morphism of locally ringed space. Taking global
sections, we have an homomorphism

f#(Y ) : OY (Y ) −→ f∗OX(Y ) ' OX(X)

We call this homomorphism ϕ : B → A. We have to show that ϕ induces the
morphism (f, f#). We get the diagram:

B A

OY (Y ) OX(X)

OY,f(p) OX,p

Bf(p) Ap

ϕ

f#
Y

The homomorphism Bf(p) → Ap is a local homomorphism, so the inverse image
of p is f(p). By the commutativity of the diagram, the same must happen
for ϕ. This show that the continuous map induced on the topological spaces
Spec(A),Spec(B) is f . The same is true for f#.

Proposition 2.25. Locally ringed spaces form a category.
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Proof. The object of the category are obviously locally ringed spaces; the mor-
phisms are morphisms of locally ringed spaces.
First, we have to show that the composition of morphisms is still a morphism.

X
f−→ Y

g−→ Z

Clearly, g ◦ f is a continuous map on Spec(X) to Spec(Z). We have to show
that the same hold for the morphisms of sheaves f#, g#. So we need a map

(gf)# : OZ → (gf)∗(OX) = g∗(f∗(OX))

The correct map is the composition of

OZ
g#−−→ g∗OY

g∗f
#

−−−→ g∗f∗OX

Is if W ⊆ X is an open subset, we get

OZ(W )
g#W−−→ OY (g−1(W ))

f#

g−1(W )−−−−−→ OX(f−1(g−1(W ))) = OX((gf)−1(W ))

The composition is also associative (easy exercise). We still need to show that
the induced homomorphism on the stalk is local.

OZ,gf(p) ((fg)∗OX)f(p) OX,p

It is true because the composition of local homomorphism is a local homomor-
phism and we obtain the map as the composition:

OZ,gf(p) (f ∗ OY )fg(p) OY,g(p) (f∗OX)p OX,p

Finally, the identity function is the couple

idX : X → X id#
X : OX → (idX)∗OX = OX

We notice that a morphism f : X → Y of locally ringed spaces is an isomorphism
if and only if f is an homeomorphism and f# is an isomorphism of sheaves.
So we get an equivalence between the category of rings and a full subcategory
of the category of locally ringed spaces

Ringop −→ LRS
R 7−→ (Spec(R),OSpec(R))

We have shown that this functor is fully faithfully. It is also essentially surjective
on the subcategory, but this is not trivial.
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Observation 2.26. If (X,OX) is a locally ringed spaces and U ⊆ X is an open
subset, we have the restriction sheaf OU = OX |U . So (U,OX) is a locally ringed
space and we have the inclusion map

j : U → X j# : OX → j∗OU

Seen that j−1(V ) = U ∩ V , j# is simply the restriction map of the sheaf OX .
Furthermore, the induced maps on the stalks

j#
p : OU,p → OX,p

is an isomorphism, so j is a morphism of locally ringed space. We have the
following

Proposition 2.27. There is a bijection between the morphisms of locally ringed
spaces Y → U and morphisms Y → X such that g(Y ) ⊆ U .
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Schemes

Definition 3.1. An affine scheme is a locally ringed space which is isomorphic
to the spectrum of a ring.
A scheme is a locally ringed space which has an open cover by affine schemes.

Theorem 3.2. An open subspace of a scheme is a scheme.

Proof. Let X be a scheme and U ⊆ X an open subset. Since X is a scheme, X
is covered by open affine subscheme X = ∪Xi; then U = ∪(Xi∩U). We need to
show that U ∩Xi is covered by open affine schemes. So we can assume that X
is affine X ' Spec(A) and U ⊆ X is an open set. Let p be a point of U . Then
there exists f ∈ A such that f 6∈ P and Xf ⊆ U , because Xf form a basis of
the topology of Spec(A). Noticing that (Xf ,OX |Xf ) ' (Spec(Af ),OSpec(Af )),
we have that Xf is an affine scheme. So we have found a open cover of U , as
requested.

Example. Let K be a field and A2
K = Spec(K[x, y]). Let X be the open set

A2
K \ {(x, y)}. Then X is a scheme, but not an affine scheme. Infact, we have

the maps

i : X → A2
K i# : O(A2

K)→ O(X)

and i# is an isomorphism. If X was an affine scheme, by Theorem 2.24, it would
induce an isomorphism of rings ϕ. However, if ϕ was an isomorphism, i would
be a homeomorphism between the topological spaces, but this is absurd.

Definition 3.3. A morphism of schemes is a morphism of locally ringed spaces
between schemes.

Usually, we don’t want to consider all the possible morphism. In ring the-
ory, given a ring R, we consider R-algebras and homomorphisms of R-algebras
ϕ : A→ B, requiring that the following diagram is commutative:

A B

R

ϕ

22
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We require the same for schemes. Given a scheme S, a scheme over S is a scheme
X with a morphism X → S. A morphism of schemes over S is a morphism of
schemes ϕ : X → Y such that the following diagram is commutative

X Y

S

ϕ

If R is a ring, a scheme over R is a scheme over Spec(R).
Example.

• S is a scheme over itself. The only morphism S → S over S is the identity.

• More generally, if X is a scheme over S, exists a unique morphism X → S
over S; in other words, S is a terminal object in the category of schemes
over S.

• Let R be a ring; we consider the scheme AnR ' Spec(R[x1, . . . , xn]) as a
scheme over R with the AnR → Spec(R) induced by the inclusion R →
R[x1, . . . , xn].

The lifting property of sheaves still holds for morphism:

Theorem 3.4. Let X,Y be locally ringed spaces and let {Xi} be an open cover
of X. Suppose we are given for all i morphisms fi : Xi → Y such that for all
i, j fi|Xij = fj |Xij : Xij → Y . Then exists a morphism of locally ringed spaces
f : X → Y such that f |Xi = fi for every i.

Proof. Clearly, exists a unique f : X → Y continuous such that f |Xi = fi. So
we have to find a morphism of sheaves

OY → f∗OX

Clearly, given an open set V , we have the maps

OY (V ) OX(f−1(V ))

OX(f−1(V ∩Xi))

f

We construct a map f# : OY (V ) → OX(f−1(V )) using the fact that OX is a
sheaf. Given g ∈ OY (V ), we consider the images f#

i (g) := si ∈ OX(f−1(V ∩
Xi)). Noticing that si|Xij = sj |Xij , exists a unique s ∈ OX(f−1(V )) such that
s|Xi = si; we define f#(g) = s.

Observation 3.5. The theorem states that the presheaf of sets on X given by

U →
{

morphism of locally
ringed spaces U → Y

}
with the restriction map

f : U → Y  f |V : V → Y

is a sheaf.
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Corollary 3.6. Let X be a scheme and R be a ring. Given a morphism f : X →
Spec(R), we get a homomorphism of rings

Γ(Spec(R),O) ' R→ Γ(X,OX)

This gives a bijection between morphism X → Spec(R) and homomorphisms of
rings R→ Γ(X,OX).

Proof. We know this is true whenX is affine by Theorem 2.24. So let us suppose
that is is a scheme and let {Xi} be an affine cover of X. First, we show the
injectivity of the correspondance. Suppose we are given f, g : X → Spec(R)
such that f# = g# : R → Γ(X,OX). We want to show that f = g. We have a
family of maps

f |Xi , g|Xi : Xi → R

Since f#|Xi = g#|Xi by hypotesis and Xi is an affine scheme, again by Theorem
2.24 we obtain f |Xi = g|Xi . So, by the Pasting Lemma for continuous function,
we have f = g, as desired.
We now show surjectivity. Let ϕ : R → Γ(X,OX) be a ring homomorphism.
For all i, ϕi is the composite

R Γ(X,OX) Γ(Xi,OX)

ϕi

Since Xi is affine, ∃!fi : Xi → Spec(R) such that f#
i = ϕi. We notice that

fi|Xij and fj |Xij correspond to the restriction Γ(X,OX) → Γ(Xij ,OX), so
they must coincide on Xij . By Pasting Lemma, we have a continuous function
f : X → Spec(R) such that f |Xi = fi. We have now to show that f# = ϕ.

R Γ(X,OX) Γ(Xi,OX)
f#

ϕi = f#
i

The sheaf condition implies that the map

ρ : Γ(X,OX) −→
∏
i∈I

Γ(Xi,OX)

is injective. Since ρ ◦ ϕ = ρ ◦ f#, we obtain ϕ = f#, as requested.

Corollary 3.7. Spec(Z) is a terminal object in the category of schemes. Equiv-
alently, given a scheme X, there exists a unique morphism of schemes from X
to Spec(Z).

Observation 3.8. If R is a ring and A is an R-algebra, given a homomorphism
ϕ : A → B, there’s a unique R-algebra structure on B which makes ϕ into a
homomorphism of R-algebras.

Given R → Γ(X,OX), for any open subset U of X there’s a unique R
algebra structure on OX(U) which makes the restriction OX(X) → OX(U)
a homomorphism of R-algebras. This implies that every restriction map is a
homomorphism of R-algebras, so OX is a sheaf of R-algebras.
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Proposition 3.9. Let X be a scheme. There is a bijection between morphisms
X → Spec(R) and structure of sheaf of R-algebras on OX .

Let X,Y be schemes and f : X → Y a morphism of schemes over R. The
following diagram commutes

X Y

Spec(R)

f

if and only if the following is commutative

OY OX

R

f#

and this is equivalent to the fact that f#
Y : O(Y )→ O(X) is an homomorphism

of R-algebras. This happens if and only if f# : OY → f∗OX is a homomorphism
of sheaves of R-algebras. So we have found a more convenient way of saying
that a morphism of schemes is over R.

3.1 Gluing Schemes
Let X1, X2 be schemes and U1 ⊆ X1, U2 ⊆ X1 be open subschemes. Suppose
given an isomorphism of schemes f : U1 → U2. We want to glue the schemes
along these open sets. As a topological space, we call

X = X1 tX2�∼ x ∼ y ⇐⇒


x = y

x = f(y)

y = f(x)

X contains an open subset U ⊆ X whose inverse image in the disjoint union
X1 tX2 is U1 t U2. The maps

U1 → U U2 → U

are homeomorphisms, so X1 → X and X2 → X are open embeddings. We also
have the projection maps

π : X1 tX2 −→ X

If we call X̃1, X̃2 the images of X1 and X2 respectively, we have

π−1(X̃1) = X1 t U2 π−1(X̃2) = U1 tX2

X = π(X2) ∪ π(X2) π(X1) ∩ π(X1) = U



CHAPTER 3. SCHEMES 26

Theorem 3.10. Let X1, X2 be schemes, U1 ⊆ X1, U2 ⊆ X2 open subschemes
and let f : U1 → U2 be an isomorphism. It exists a unique scheme X with two
open subschemes X ′1, X ′2 and two isomorphisms f1 : X1 → X ′1, f2 : X2 → X ′2
such that

X = X ′1 ∪X ′2 U = X ′1 ∩X ′2 f−1
i (U) = Ui

and the following diagram commutes

U1 U2

U

ϕ

f2|U2
f1|U1

Proof. We have already defined X as a topological space. If V ⊆ X is an open
set, we call Vi = f−1

i (V ). So

OX(V ) = {(s1, s2) ∈ OX1
(V1)×OX2

(V2) | s1|U1∩V1
= ϕ# s2|U2∩V2

}

So (X,OX) is a scheme with the required properties. Furthermore, X is unique
up to isomorphism.

Example.

• Let k be a field and let X1 be Spec(k[x1]) and X2 be Spec(k[x2]). We
consider U = U1 = U2 = A1

k \ {(x)} and ϕ = idU . Then, the scheme X is
“the line with two origins”. However, X is not affine. By definition,

O(X) = {(s1, s2) ∈ k[x]× k[x] | s1 = s2 in k[x]} ' k[x]

The map X → A1
k induces an isomorphism O(A1

k)→ O(X). However, the
map X → A1

k isn’t an isomorphism and so X is not affine.

• We can do the same with X1, X2 = A2
K and U1 = U2 = A2

K \ {(x, y)}. So
we have X1, X2 ⊆ X and X1 ∩X2 = A2

K ; this is an example of two open
affine subschemes whose intersection is not affine.

• Let X1 = X2 = A1
R and U1 = U2 = A1

R \ {(x)}. We consider the open
subschemes U1 = Spec(R[x±1 ]) and U2 = Spec(R[x±2 ]) and the gluing map

ϕ : U2 −→ U1

x2 7−→ x−1
1

We get a scheme called P1
R, which is a scheme over R. Furthermore, we

have

Γ(P1
R,O) = {(s1, s2) ∈ R[x1]×R[x2] | s1(t) = s2(−t)} ' R
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Disjoint Union Let I be a set of indexes and suppose we are given a family
of locally ringed spaces {Xi}i∈I . We can easily define, as a topological space

X =
⊔
i∈I

Xi

and we have the open embeddings of topological spaces. Xi ⊆ X. Up to
isomorphism, it exists a unique sheaf of rings OX such that

OX |Xi ' OXi

Moreover, if U ⊆ X is an open set, so U = tU ∩Xi

OX(U) =
∏
i∈I
OXi(U ∩Xi)

If fi : Xi → Y is a family of morphisms of locally ringed spaces, it exists a
unique f : X → Y such that f |Xi = fi. If Xi are schemes, X is a scheme too.
Let A1, . . . , An be rings and let Xi = Spec(Ai). Let A be the product of these
rings. We get

Spec(A) =

n⊔
i=1

Spec(Ai)

as schemes. So finite disjoint union of affine schemes is affine. A disjoint union
(not necessarily finite) of affine schemes is affine if and only if Xi 6= ∅ for finite
indexes, because an affine scheme is quasi-compact.

3.2 Proj Construction
Definition 3.11. Let B be a ring. B is graded (in N) if

B =
⊕
d≥0

Bd

where each Bi is a subgroup and BdBe ⊆ Bd+e.

If α ∈ Bd, we say that α is homogeneous of degree d. We notice that 1 ∈ B0.
In fact, by the direct sum property, we have

1 = e0 + e1 + · · ·+ em

where each ei lies in Bi. Then, given x ∈ Bd, we have

x = x · 1 = xe0 + · · ·+ xem ∈ Bd

and this is possible if and only if e0 = 1. As a consequence, B0 is a subring of
B. We also notice that B+ = ⊕d≥1Bd is an ideal of B and

ϕ : B −→ B0

(x0, x1, . . . ) 7−→ x0

is a well defined surjective homomorphism whose kernel is B+. By the first
homomorphism theorem, we obtain

B0 ' B�B+
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Example.

• If A is a ring, A[x1, . . . , xn] is naturally graded by deg(xi) = 1. Further-
more, Ad is the set of homogeneous polynomials of degree d.

• We can define a graduation on A[x1, . . . , xn] in other ways. Given natural
numbers d1, . . . , dn, we can define deg(xi) = di so that deg(xe11 . . . xenn ) =
d1e1+· · ·+dnen; in this way, Ad is generated as an A-module by monomials
of degree d.

Lemma 3.12. Le B be a graded ring and I an ideal of B. The following are
equivalent:

1. I is generated by homogeneous elements

2. If a ∈ I, every homogeneous component of a lies in I

3. I = ⊕(I ∩Bd)

Definition 3.13. Let A be a graded ring and I an ideal of B. I is called
homogeneous if I satisfies one the the condition of the previous Lemma 3.12.

If I is a homogeneous ideal of B, we can define an induced grading on the
quotient. In particular, (

B�I
)
d

= Bd�(I ∩Bd)

We remark that this equivalence is intended in the sense of groups.
By the definition of homogeneous ideals, we also get that give a family {Iλ}λ∈Λ

of homogeneous ideals, both
∑
Iλ and ∩Iλ are homogeneous. The same happens

for the product, but only when Λ is finite.

Proposition 3.14. Let I be an proper homogeneous ideal of a graded ring B.
Suppose that for all a, b homogeneous elements, if ab ∈ I then either a ∈ I or
b ∈ I. Then I is a prime ideal.

Proof. The thesis is equivalent to saying that the quotient is a domain. The
hypotesis imply that the cancellation law holds for homogeneous elements in
the quotient. Now let a, b ∈ B/I be nonzero elements. B/I is graded, so we
can write

a = a0 + · · ·+ am b = b0 + · · ·+ bm

where ai, bi lies in (B/I)i and bm 6= 0, an 6= 0. By computing the product,

uv = a0b0︸︷︷︸
∈(B/I)0

+ (a1b0 + a0b1)︸ ︷︷ ︸
∈(B/I)1

+ · · ·+ anbm︸ ︷︷ ︸
∈(B/I)2m

Since cancellation law holds for homogeneous elements, anbm 6= 0 so ab 6= 0.

Proposition 3.15. Let I be a homogeneous ideal of a graded ring B.

•
√
I is homogeneous

• If for all a homogeneous element an ∈ I implies a ∈ I, then I is radical.
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Proof. Clearly it suffices to prove the first point. Let a be an element of
√
I;

the a = a0 + · · ·+ am. By the definition of radical,

an = anm + ( . . . )︸ ︷︷ ︸
lower order

terms

∈ I

Since I is homogeneous, anm ∈ I, so am ∈ I. We can apply inductively the proof
on a− am ∈ I to achieve the thesis.

Definition 3.16. Let B be a graded ring. We define

Proj(B) := {p ∈ Spec(B) | (B+ 6⊆ p) ∧ (p homogeneous)}

As in the case of rings, given I a homogeneous ideal of B, we define V+(I) =
{p ∈ Proj(B) | I ⊆ p}. They satisfy the axioms for closed sets of a topology on
Proj(B), which is called the Zariski Topology on Proj(B).

Proposition 3.17. Let I be a homogeneous ideal of B. Then

V+(I) ' Proj
(
B�I

)
Proof. The map

Proj
(
B�I

)
−→ Proj(B)

q 7−→ π−1(q)

is a homeomorphism on the image, which is V+(I).

We remark that V+(I) = V+(
√
I); unfortunately, this doesn’t give a bijection

between radical ideals and closed subsets of Proj(B). In fact, if B+ is radical,

V(B+) = V(B) = ∅

So the corrispondence fails certanly when B+ is radical; this happens if and
only if B/B+ ' B0. So B0 is reduced if and only if B+ is radical. In general, if
I is an ideal contained in B+,

√
I = N(B0)⊕

√
I ∩B+.

Proposition 3.18. Let I be a homogeneous ideal of a graded ring B. Then
V+(I) = V+(I ∩B+).

Proof. Since I ∩ B+ ⊆ I, we get V+(I) ⊆ V+(I ∩ B+). Viceversa, let p ∈
V+(I ∩B+). Then I ∩B+ ⊆ p; we want to show that I ⊆ p. Since B+ 6⊆ p, we
can take f ∈ B+ \ p. Then for all a ∈ I, af ∈ I ∩ B+, so af ∈ p; but f 6∈ p, so
a ∈ p. This means that I ⊆ p.

Lemma 3.19. Let I be an ideal of a graded ring B. Then Ih = ⊕(I ∩ Bd) is
the largest homogeneous ideal contained in I. Furthermore, if I is prime so Ih
is.

Proof. Clearly, Ih is homogeneous (it can be seen as the ideal generated by all
the homogeneous elements of I) and it is contained in I. Let J be a homoge-
neous ideal such that Ih ⊆ J ⊆ I. Since J is homogeneous, it is generated by
its homogeneous elements and therefore all its generators lie in Ih, giving the
equality.
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Proposition 3.20. Let I, J be homogeneous ideals of a graded ring B. Then

V+(I) ⊆ V+(J) ⇐⇒ J ∩B+ ⊆
√
I

Proof. The implication⇐ is trivial. By contradiction, let’s assume J∩B+ 6⊆
√
I;

this implies that exists p ∈ Spec(B) such that J ∩ B+ 6⊆ p. By the previous
Lemma 3.19, I ⊆ Ph and J ∩ B+ 6⊆ Ph. Moreover, Ph ∈ Proj(B) because is a
homogeneous prime and Ph 6⊇ B+. So Ph ∈ V+(I) \ V+(J ∩B+), absurd.

Corollary 3.21. There’s a bijection between closed subsets of Proj(B) and
radical homogeneous ideals I ⊆ B such that I ∩B0 = N(B0).

Proof. Let C be a closed subset of Proj(B). Then

C = V+(J) = V+(J ∩B+) = V+(
√
J ∩B+)

and so surjectivity. Injectivity comes from the previous proposition.

Corollary 3.22. Proj(B) = ∅ ⇐⇒ B+ ⊆ N(B)

Proof. If B+ ⊆ N(B), then obviously Proj(B) = ∅. Viceversa, if Proj(B) = ∅,
then V+(0) ⊆ V+(B), which implies that B+ ⊆ N(B).

Corollary 3.23. If B0 is a field, there is a bijection between homogeneous
proper radical ideals and closed subsets of Proj(B).

3.2.1 Homogeneous Localization
Let B be a graded ring and S a multiplicative subset consisiting of homogeneous
elements. We define as usual the ring of fractions S−1B as the ring

S−1B =
{a
s

∣∣∣a ∈ B s ∈ S
}

However, the condition on the multiplicative subset induces a grading on this
ring

(S−1B)d =
{a
s

∣∣∣(a homogeneous) ∧ (deg(a)− deg(s) = d)
}

We also notice that if B was N-graded, S−1B is Z-graded in this way. In
particular, we are interested in the degree zero elements, so we define

(S−1)B := (S−1B)0

If f ∈ B, we write B(f) := (Bf )0 and if p ∈ Proj(B), B(p) := (S−1
p )B, where Sp

is the set of homogeneous elements which don’t lie in p.

Example. Let K be a field and consider K[x0, . . . , xn] with the usual grading
deg(xi) = 1. The ring of fractions

Bx0 = K[x±1
0 , x1, . . . , xn]

is a Z-graded ring and Bx0 ' ⊕d∈Z(Bx0)d where deg(x−1
0 ) = −1. We notice

that the subring (Bx0)0 is isomorphic to K[x1/x0, x2/x0, . . . , xn/x0].
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3.2.2 Proj(B) as a scheme
Let X be Proj(B) and consider f ∈ B+ a homogeneous element. We notice that
the subset Xf := X \ V+(f) is an open set of X. Taken a set of homogeneous
generators {fi} for B+, we have found an open cover of Proj(B). Infact,⋃

Xfi =
⋃
X \ V+(fi) ⇐⇒

⋂
V+(fi) = V+(

∑
(fi)) = V+(B+) = ∅

Let f ∈ B+ be a homogeneous element and let p ∈ Xf . Then pf ⊆ Bf is a
prime and

p(f) = pf ∩B(f) = (pf )0

is a prime in B(f). So we get a map

Xf −→ Spec(B(f))
p 7−→ (pf )0

We can also write the inverse function

Spec(B(f)) −→ Xf

q 7−→ ({homogeneous elements of B | ∃m,n ∈ N s.t. an

fm ∈ q})

Proposition 3.24. The maps written before define a homeomorphism between
Xf and Spec(B(f)).

Guided by the affine case, we want to construct a sheaf on Proj(B). Given
an open set U ⊆ X, we define

ÕX(U) = {α : U → tp∈UB(p) | s(p) ∈ B(p)}

which is a sheaf of rings on X. The right sheaf to be considered is the following

OX(U) =

s ∈ ÕX(U)

∣∣∣∣∣∀p ∈ U ∃f∈B+hom.
∃a∈B hom.
∃n∈N

s.t.

p ∈ Xf ⊆ U
deg(a) = n deg(f)
∀q ∈ Xf s(q) = a

fn


Proposition 3.25. For all p ∈ X, OX,p ' B(p).

Proof. The map
OX,p −→ B(p)

[s] 7−→ s(p)

is an isomorphism.

In this way, we have found an isomorphism of locally ringed spaces between
Xf and Spec(B(f)). So (X,OX) has an affine open cover and that implies it is
a scheme.
We notice that if f, g ∈ B+ are homogeneous, the following diagram commutes

Xf Spec(B(f))

Xfg Spec(B(fg))

∼

∼
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where the right inclusion is due to

B(f) −→ B(fg)
a
fn 7−→ agn

(fg)n

Furthermore, called a = gdeg f/fdeg g, we get an isomorphism

(B(f))a ' B(fg)

Notice that morphisms from X to Spec(B0) are in bijective correspondance with
Hom(B0,OX(X)) so X is a scheme over B0.

Definition 3.26. If R is a ring, we define PnR := Proj(R[x0, . . . , xn]) with
deg(xi) = 1. If d0, . . . , dn are natural numbers, we define PnR(d1, . . . , dn) :=
Proj(R[x0, . . . , xn]) with deg(xi) = di.

Example.

• Let’s consider B = R[x1, . . . , xn] with the usual grading. Since in this case
B+ = (x0, . . . , xn) we have the open sets

Ui = (PnR)xi ' Spec(R[x0, . . . , xn](xi))

Since

R[x0, . . . , xn](xi) ' R[u1, . . . , ûi, . . . , un] uj =
xj
xi

this gives an affine open cover of PnR = U0 ∪ · · · ∪ Un.

• P0
R = Proj(R[x]) ' Spec(R)

• P1
R = Proj(R[x0, x1]), so P1

R = U0 ∪ U1. in particular, U0 = Spec(R[u])
where u = x1/x0 and U1 = Spec(R[v]) where v = x0/x1. The intersec-
tion of these open sets U0 ∩ U1 = Spec(R[x0, x1](x0x1)) ' Spec(R[v]v) =
Spec(R[u]u).

Proposition 3.27. Γ(PnR) is isomorphic to R for all n > 0.

Proof. We have a map

ϕ :
∏
i Γ(Ui,O) −→

∏
i,j Γ(Uij ,O))

(ψi)i∈I 7−→ (ψi − ψj)i,j

Since O is a sheaf, the function coinciding on the intersection give rise to a
function on the union, so we get the equality

Γ(PnR,O) = Ker(ϕ)

We have to show that the kernel is isomorphic to R. Let’s take ϕ ∈ O(Ui) and
ψ ∈ O(Uj) such that ψ = ϕ in the intersection. So we have

ϕ

(
x0

xi
, . . . ,

xn
xi

)
=
p(x0, . . . , xn)

xni
ψ

(
x0

xj
, . . . ,

xn
xj

)
=
q(x0, . . . , xn)

xmj
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By the equality on the intersection, we obtain

xni | p(x0, . . . , xn) xmj | q(x0, . . . , xn)

This implies

ϕ =
p̃(x0, . . . , xn)

1
ψ =

q̃(x0, . . . , xn)

1

So, since the equality holds in the intersection, we obtain p̃ = q̃. Since we have
the equality

p̃(x1, . . . , xn) = ϕ

(
x0

xi
, . . . ,

xn
xi

)
ϕ, ψ must be constant. This holds for every i, j, so every component must be
the same constant.

Corollary 3.28. PnR is not affine if R 6= 0 and n > 0.

Example. Let X be PK(1, 1, 2) = Proj(K[x, y, z]). As usual, we have X =
X0 ∪X1 ∪X2, where

X0 = Xx X1 = Xy X2 = Xz

The grading causes a change in the usual structure of these open sets. While
for the first two we have the isomorphisms

X0 ' Spec

(
K

[
y

x
,
z

x

])
X1 ' Spec

(
K

[
x

y
,
z

y

])
About X2, we have the isomorphism

X2 = Spec(K[x, y, z](z)) ' Spec

(
K

[
xy

z
,
x2

z
,
y2

z

])
' SpecK[u, v, z]�(w2 − uv)

So PK(1, 1, 2) is singular in a sense that we will clarify later.

3.2.3 Rational Points
Let K be a field; we want to understand in which sense the projective space we
have just contructed is the natural generalization of the usual projective space
obtained as a quotient of Kn. We know that the structure sheaf PnK on OX is
a sheaf of K-algebras; in particular the stalks OX,p are K-algebras. For each
p ∈ X we have the residue field k(p) = OX,p/Mp, which is an extension field of
K.

Definition 3.29. A point x ∈ X is rational if the residue field k(p) is K.

Suppose X is affine, so X ' Spec(A), and let p ∈ X. Since X is affine,
OX,p ' Ap and k(p) = Ap/pAp. Since localization and quotient commute, we
can also view k(p) as the quotient field of A/p. So we get the inclusions

K ⊆ A�p ⊆ k(p)

and saying that a point is rational is equivalent to say that A/p = K. So
rational points correspond to maximal ideals M such that A/M = K. These
correspond to homomorphisms of K-algebras A → K (they are the kernels);
from the topological point of view, they are the same of the sections of the map
X → Spec(K):



CHAPTER 3. SCHEMES 34

X Spec(K)

In particular, rational points are closed.
Suppose now X is a generic K-scheme; in this case rational point are closed
too, because locally closed in an open cover implies closed. So we get the
correspondance

X(K) := {rational points} ←→ {sections Spec(K)→ X}

For example, AnK(K) ' Kn. Indeed, AnK = Spec(K[x1, . . . , xn]) and by the
correspondance we know

AnK(K)←→ HomK(K[x1, . . . , xn],K) ' Kn

On the other hand, we can consider the ring

A = K[x1, . . . , xn]�(f1, . . . , fk)

and X = Spec(A). The we have the correspondance

X(K)←→ HomK(A,K) = {ϕ ∈ Hom(K[x1, . . . , xn],K) | ϕ(fi) = 0 ∀i}

However, this homomorphisms are in bijective correspondance with points of
V(f1, . . . , fk).
We want now to show that

PnK(K) ' K
n+1 \ {0}�K∗

First, we notice that a morphism of K-schemes sends rational points into ratio-
nal points.

Then, let B be a graded ring and let B0 = B/B+. Then V (B+) ' Spec(B0).
We get a morphism

Spec(B) \ V (B+) = Y → Proj(B) = X

which can be constructed as follows. Let f ∈ B+ an homogeneous element; so
we have the open covers Y = ∪Yf , X = ∪Xf . Remember that Xf = SpecB(f),
while Yf = SpecBf . Since Xf ⊇ Yf , we have a morphism Yf → Xf for all
f ∈ B+. Furthermore, they patch togheter

Yfg

Yg Xg

Xfg

Yf Xf

because the diagram commutes. By Pasting Lemma, we obtain a function
f : Y → X. In our particular case, Y = An+1

k \ {0} = Y0 ∪ · · · ∪ Yn, where Yi =
Yxi = Spec(K[x0, . . . , xn]xi). We know that Yi(K) = {a ∈ Kn+1 | ai 6= 0}. X
is PnK and Xi = (PnK)xi = Spec(K[x0, . . . , xn](xi)) = Spec(K[x0/xi, . . . , xn/xi]).



CHAPTER 3. SCHEMES 35

So we have a map Y → X which induces a function on rational points φ from
Y (K) to X(K).

a ∈ Yi(K) −→
(
a0

ai
, . . . ,

an
ai

)
∈ Xi(K) ⊆ PnK(K)

We notice that φ is surjective and φ(a) = φ(b) if and only if it exists λ ∈ K∗
such that b = λa. So, as desired, we obtain

PnK(K) ' K
n+1 \ {0}�K∗

where the point [(a0, . . . , an)] correspond to the ideal (aixj − ajxi) ∈ PnK .

3.3 Closed Subschemes and Pullback
Definition 3.30. A closed embedding is a morphism of sheaves f : Y → X
such that

1. it is a closed embedding topologically

2. f# : OX → f∗OY is surjective

We notice that the second condition can be reformulated. In fact, given
q ∈ Y , the map

(f∗OY )q −→ OY,q
is an isomorphism by the definition of pushforward. What’s more, f∗OY |X\Y =
0 because Y ⊆ X is closed. So the second condition is equivalent to

2. For all q ∈ Y , f#
q : OX,q → OY,q is surjective

Proposition 3.31. Let X,Y be affine schemes, so X = Spec(A), Y = Spec(B)
and let f : Y → X be a morphism of schemes. Let ϕ : A → B be the induced
homomorphism of rings. Then

f is a closed embedding ⇐⇒ ϕ is surjective

Proof.

⇐= Let I be the kernel of ϕ. Then A/I is isomorphic to B. Consequently,
since we know that Spec(A/I) is homeomorphic to V(I), it is a closed
embedding topologically. We have now to show that the second condition
holds. Let q be an element of Spec(B); so there exists p ∈ Spec(A) such
that f(q) = ϕ−1(p). Considering the stalks, we have

Ap ' OX,p → Bq ' OY,q

which is surjective since surjectivity is a local property.

=⇒ We know that there exists a bijective correspondance between morphisms
of affine schemes and ring homomorphisms. In particular, tha induced
ring homomorphism is the composition of the map

Γ(A,OA) −→ Γ(B,OB)

with isomorphisms. Since surjectivity is a local property, we have to prove
that for every localization the induced map is surjective; this follows from
the second condition of the definition of closed embedding.
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Definition 3.32. Let f : Y → X and f ′ : Y ′ → X be closed embeddings. We
say that f, f ′ are equivalent if there exists an isomorphism g : Y → Y ′ such that
the following diagram commutes:

Y

X

Y ′

f f ′

g

We notice that it is equivalent to say that f(Y ) = f ′(Y ′) and there exists
an isomorphism of rings g̃ : f∗OY → f ′∗OY ′ such that

f∗OY

OX

f ′∗OY

f# f ′#

g̃

In fact, if OY ′
∼−→ g∗OY , then f ′∗OY

∼−→ f ′∗g∗OY = f∗OY .
Remark 3.33. f∗OY determines f(Y ): indeed, we can look to non-zero stalks

(f∗OY )p 6= 0 ⇐⇒ p ∈ f(Y )

So if there exists an isomorphism f ′∗O′Y
∼−→ f∗OY , then f, f ′ are equivalent.

We notice that if f : Y → X is a closed embedding, then we can consider the
sheaf of ideals IY = Ker(OX → f∗OY ) and we have

OX�IY → f∗OY

Definition 3.34. Let F be a sheaf on X. We define

SuppF = X \ {p ∈ X | ∃Up neighbourhood of p such that F |U = 0}

= {p ∈ X | Fp 6= 0}

The definition implies easily that SuppF ⊆ Y if and only if F |X\Y = 0. So
if G is a sheaf on Y and j : Y → X is a closed embedding, then Supp j∗G =
SuppG ⊆ Y .

Proposition 3.35. Every sheaf with support contained in Y is isomorphic to
a pushforward j∗G

So the functor
j∗ : Sh(Y )→ Sh(X)

is fully faithful and it gives an equivalence between Sh(Y ) and the full subcat-
egory of Sh(X) supported on Y .
We want now to take the inverse construction: so given a continuous function
f : Y → X and a sheaf on X, we want to induce a sheaf on Y . The idea is to
follow the stalk construction. So given a presheaf P on X and V an open set of
Y , we define

IV = {U ⊆ X open subsets | f(V ) ⊆ U}
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This is a partial ordered set

U ≤ U ′ ⇐⇒ U ⊇ U ′

and inductive.

Definition 3.36. We define the pullback of the presheaf P as

fpP (V ) = lim−→
U∈IV

F (U)

Remark 3.37. If Y = {q} is a point of X, then clearly (fpP )q = Pq.
We notice that if V ⊆ V ′, then IV ′ ⊆ IV . Then we get the restriction maps

fpP (V ′)→ fpP (V )

So we have a presheaf on Y . Notice that if f is an open map, the pullback is
fpP (V ) = P (f(V )). In particular, if Y ⊆ X is an open embedding, fpP = P |Y .

Proposition 3.38. Let Q be a presheaf on Y and P a presheaf on X. Then
there exists a canonical isomorphism

HomY (fpP,Q) ' HomX(P, f∗Q)

Proof. Let ϕ : P → f∗Q. Given an open set V ⊆ Y , every section s ∈ fpP (V )
comes from some s̄ ∈ P (U), where f(V ) ⊆ U . Then ϕ(s̄) ∈ ϕ∗Q(U) =

Q(f−1(U))
rest.−−−→ Q(V ).

Conversely, given ψ : fpP → Q and an open set U ⊆ X, given s ∈ P (U) we can
find s′ ∈ fpP (f−1(U)). Then ψ(s′) ∈ Q(f−1(U)) = ϕ∗Q(U).

fpP gives a functor from presheaves on X to presheaves on Y . Furthermore,
if

Z
g−→ Y

f−→ X

are continuous maps and P is a presheaf on X, then there exists a canonical
isomorphism (gf)pP ' fpgpP . If x ∈ X is a point, then f : x ↪→ X has the
property that fpP(x) = Px and fpP (∅) = P (∅). As a consequence, (fpP )y '
Pf(y).
Example. Let X be a point and f : Y → X a continuous function. The pullback
of the constant sheaf AX is not a sheaf. In fact,

fpAX(U) =

{
0 if U = ∅
A if U 6= ∅

So if A 6= 0 and Y 6= ∅, this is a sheaf if and only if Y is irreducible.

Definition 3.39. If F is a sheaf on X, we define the pullback of sheaf

f−1F := (fpF )sh

Proposition 3.40. If f : X → Y is a continuous map, F is a sheaf on X and
G is a sheaf on Y , there exists a canonical isomorphism

HomY (f−1F,G) ' HomX(F, f∗G)
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Proof. It follows immediately from Proposition 3.38 using the fact that

HomY (f−1F,G) ' HomY (fpF,G)

for the sheafification property.

Remark 3.41. If y ∈ Y , then (f−1F )y ' (fpF )y ' Ff(y).

The pullback can be considered as a functor

f−1 : Sh(X) −→ Sh(Y )

once we have shown the following:

Lemma 3.42. If f : Y → X is continuous and P is a presheaf on X, then

(fpP )sh ' (fp(P )sh)sh

Proposition 3.43. Let P be a sheaf on X and let

Z
g−→ Y

f−→ X

be continuous maps. Then g−1f−1F ' (fg)−1F

Notice that if f : Y → X is a continuous map, F is a sheaf on X and G is a
sheaf on Y , then there exists natural homomorphisms

f−1f∗G→ G F → f∗f
−1F

In fact, we have the isomorphism

HomX(f−1f∗G,G) ' HomY (f∗G, f∗G)

and we have the identity map in the second group. So the inverse image of the
identity is the canonical homomorphism. The same thing can be done in the
other case.

We call the canonical maps just obtained as ε and η. Summing up, given
j : Y → X a closed embedding, we have two functors:

j∗ : Sh(Y )→ Sh(X) j−1 : Sh(X)→ Sh(Y )

and j−1F (V ) locally comes from s ∈ F (U) where U ∩Y ⊆ V . Now, let ShY (X)
be the full subcategory of sheaves on X with support contained in Y . Then we
have the functors

j∗ : Sh(Y )→ ShY (X) j−1 : ShY (X)→ Sh(Y )

Proposition 3.44.

1. If G is a sheaf on Y , j−1j∗G
ε−→ G is an isomorphism.

2. If F is a sheaf on X such that SuppF ⊆ Y , F η−→ j∗j
−1F is an isomor-

phism.

Proof. Both j∗ and j−1 preserves stalks.
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Let f : Y → X be a closed embedding and let Y ′ = f(Y ).

OX → f∗OY OY ′ = j−1f∗OY

So we get a locally ringed space (Y ′,OY ′) isomorphic to (Y,OY ). In this way
we have contructed a scheme, canonical representative among all the equivalent
closed embeddings.
In particular, consider X = Spec(A), let I be an ideal of A and let Y be
Spec(A/I). The inclusion map Y → X is a closed embedding; given IY the
sheaf of the kernels of the map, we have the exact sequence

0→ IY −→ OX −→ f∗OY

We know that taking global section is left exact, so we obtain the sequence

0→ IY (X) −→ OX(X) ' A −→ f∗OX(X) ' A�I

So IY (X) = I; this means that the subscheme determines I.

Theorem 3.45. Every closed subscheme of Spec(A) is isomorphic to a sub-
scheme of this type.

Corollary 3.46. There exists a bijection between closed subschemes of Spec(A)
and ideals in A.

These facts implies that the support of a subschemes is determined uniquely
by the radical, but it can have different subscheme structure.

The last thing we want to remark about closed embedding is that, in a
certain sense, it has a local nature. Indeed, let f : Y → X be a morphism and
let {Xi | i ∈ I} be an open cover of X. Define Yi := f−1(Xi), which are open
subschemes of Y . The restriction of the sheaves on Yi determines the restriction
morphism of schemes

f#
i : OXi = OX |Xi −→ f∗OYi = f∗OY |Xi

Proposition 3.47. Y → X is a close embedding if and only if fi is a closed
embedding for all i.

Example. Let X be a scheme over Spec(K), where K is a field, and let f : X →
Spec(K) be a scheme. We know that rational points are equivalent to sections
s : Spec(K) → X of f . Every section is a closed embedding. We know that if
p ∈ X is a rational point, then p is maximal, in the affine case as in the general
case.

3.4 Functoriality of Proj
Let K be an algebrically closed field and let f0, . . . , fm be homogeneous poly-
nomials of degree d in K[x0, . . . , xn]. The choice of these polynomials induce a
homomorphism

g : K[y0, . . . , ym] −→ K[x0, . . . , xn]
yi 7−→ fi
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Definition 3.48. Let ϕ : B → C be a homomorphism of rings. ϕ is a homo-
morphism of graded rings of degree d if ϕ(Bi) ⊆ Cid.

So in particular g is a homomorphism of graded rings of degree d. Moreover,
g induces a well defined morphism of schemes

f : Pn(K) \ V+(f0, . . . , fm) −→ Pm(K)
[a0, . . . , an] 7−→ [f0(a1, . . . , an), . . . , fm(a0, . . . , an)]

We notice that if ϕ : B → C is a homomorphism of graded rings of degree d
and p E C is a homogeneous prime ideal, then ϕ−1(p) is still homogeneous.
Furthermore,

ϕ−1(p) ∈ Proj(B) ⇐⇒ ϕ(B+) ⊆ p
Therefore, we get a function Proj(C) \V+(ϕ(B+))→ Proj(B) and we can make
it into a morphism of schemes. Let X be Proj(B) and let Y be Proj(C). We
have X = ∪Xb, where b ∈ B+ are homogeneous elements. Then

f−1(Xb) = Yϕ(b) ⊆ Y \ V+(ϕ(B+))

The map B → C induces the maps B(b) → C(ϕ(b)), which corresponds to mor-
phisms Yϕ(b) → Xb . These morphisms are coherent, in the sense that the
following diagram commutes

Yϕ(bb′)

Yϕ(b) Xb

Xbb′

Yϕ(b′) Xb′

so we get a morphism of schemes Y \ V+(ϕ(B+))→ X.
Example.

1. Let B = K[y0, . . . , ym] and let C be K[x0, . . . , xn]. Chosen f1, . . . , fm ∈
K[x0, . . . , xn], we get a map F : PnK \ V+(f0, . . . fn) → PmK . Since PmK is
covered by Ui = (PnK)yi , we get an open cover of X, given by F−1(Ui) =
Spec(K[x0, . . . , xn](f0)).

B(y0) = K
[
y1
y0
, . . . , ymy0

]
−→ K[x0, . . . , xn](f0)

yi
y0

7−→ fi
f0

Looking a rational points, this gives a map

PnK \ V+(f0, . . . , fn))(K) −→ PmK(K)
[a0, . . . an] 7−→ [f0(a0, . . . an), . . . , fm(a0, . . . , an)]

Notice that particular cases of this functorial map are the Veronese Maps.

2. Let B be a graded ring and r be a positive integer. We define the graded
ring B(r) whose homogeneous components are B(r)

i = Bir. We notice that
the embedding is a homomorphism of degree r and the image is a subring
of B. Furthermore, we get√

ϕ(Br+) = N(B0)⊕B+



CHAPTER 3. SCHEMES 41

so V+(B
(r)
+ ) = ∅. Therefore, there exists a functorial morphism from

Y = Proj(B) to X = Proj(B(r)). Surprisingly, this is an isomorphism of
schemes. Indeed, let consider an open cover Xb of X, where b ∈ B(r)

+ are
homogeneous elements and f−1(Xb) = Yb. Moreover, B(r)

(b) → B(b) is an
isomorphism. The following lemma completes the proof

Lemma 3.49. Let f : Y → X be a morphism of schemes. Suppose there exists
an open cover X = ∪Xi and consider the induced open cover of Y given by
Yi = f−1(Xi), such that the maps

f |Xi : Yi → Xi

are isomorphisms. Then f is an isomorphism.

Proof. It suffices to check the stalks.

3. Let B be a graded ring and let I E B be a homogeneous ideal. Let C
be the quotient ring C = B/I. We get the quotient map π : B → C
and π(B+) = C+; functorially, this induces a map Proj(C) → Proj(B).
Topologically, this is a closed embedding and gives a homeomorphism
between Proj(C) and V+(I). It also gives a closed subscheme; for all
b ∈ B+ homogeneous elements, the kernel of the map B(b) → Cπ(b) is the
ideal I(b). Notice that in general it i hard to compute a set of generators
of I(b). An easy example is the following: given an ideal I = (f1, . . . , fm)
in R[x0, . . . , xn], where each fi is homogeneous of degree di, we have

U0 = Spec(B(x0)) = Spec

(
R

[
x1

x0
, . . . ,

xn
x0

])
and Proj(B/I) ∩ U0 = Spec(B(x0)/I(x0)). In this case, I(x0) = (fi/x

di
0 )i,

because x0 has degree one.

Proposition 3.50.

• Let ϕ : B → C be a homomorphism of graded rings of degree 1 an let sup-
pose there exists d > 0 such that ϕ|B≥d : B≥d → C≥d is an isomorphism.
Then this induces an isomorphism between Proj(C) and Proj(B).

• If I, J are homogeneous ideals such that I≥d = J≥d, then Proj(B/I) is
equal to Proj(B/J) as subschemes of B.

Theorem 3.51. Let R be a noetherian ring, let B be R[x0, . . . , xn] and I, J E B
be homogeneous ideals. Then Proj(B/I) = Proj(B/J) as subschemes if and only
if there exists d > 0 such that I≥d = J≥d.

3.5 Noetherian, Reduced and Integral Schemes
Definition 3.52. A scheme X is locally noetherian if it has an open covering
X = ∪Ui such that, if Ui = Spec(Ai), then Ai is noetherian for all i. X is
noetherian if the cover can be chosen to be finite.
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First of all, we notice that X is noetherian if and only if it is locally noethe-
rian and quasi-compact. If X is noetherian, it is locally noetherian and given
an open cover Ui, by definition we can find an affine finite cover Vj such that
Ui = Spec(Ai) where Ai is noetherian. Therefore for all j Vj ∩ Ui is an open
cover of Vj and we can find a finite subcover. Picking all the corresponding
Ui, we get a finite subcover of the Ui. Viceversa, if X is locally noetherian
and quasi-compact, by definition we can find an open cover Ui of X such that
Ui = Spec(Ai) and Ai is noetherian. By the quasi-compactness of X, we can
find a finite subcover and these open subschemes satisfy the definition of noethe-
rianity.

Proposition 3.53. An open subscheme Y of a locally noetherian scheme X is
locally noetherian.

Proof. Let X = ∩Ui such that Ui = Spec(Ai); we have to show that Y ∩ Ui is
locally noetherian. This follows immediately from the fact the sets (Ui) form a
basis of open sets of Ui; in particular, we can choose a family of fi,j such that
∪Ui,fi,j = Y ∩ Ui. So we get

Y =
⋃
i

⋃
j

Ui,fi,j

Proposition 3.54. If X is locally noetherian then for every affine open sub-
scheme U ⊆ X O(U) is noetherian.

Proof. By the previous Proposition 3.53, we have that U is locally noetherian;
since it is affine, it is quasi-compact and so it is noetherian. Therefore, we may
assume that X = U = Spec(A). Let X = ∪ni=1Ui, where Ui = Spec(Ai) is affine
for all i. For all i, we have the homomorphism ϕi : A→ Ai.
We want now to show that every ideal I ⊆ A is finitely generated. Since Ai
is noetherian for all i, the extension IAi is finitely generated, so we can find
ai, . . . , ar ∈ I such that their images in Ai generates IAi for all i. We call this
ideal as J :

J = (a1, . . . , ar) ⊆ I

We notice that if p ∈ X, then there exists i such that p ∈ Ui and a unique
pi ∈ Spec(Ai) such that ϕ−1(pi) = p. We get the induced homomorphism

OX,p

Ap (Ai)pi

OUi,pi

and therefore an isomorphism Ap → (Ai)pi . For each p ∈ X IAp = (IAi)pi =
(JAi)pi = JAi; this means that Ip = Jp for all p ∈ X. Since being zero is a
local property,

Ip�Jp = 0 ∀p ∈ X ⇒ I�J = 0

and so I = J .
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Definition 3.55. A topological space X is noetherian if one of the following
equivalent condition holds:

1. Every decreasing sequence of closed subsets stabilizes

2. Every open subset of X is quasi-compact

3. Every subset of X is quasi-compact

It follows immediately from the definition that if X is a finite union of
noetherian subspaces, it is noetherian.

Corollary 3.56. The underlying topological space of a noetherian scheme is
noetherian.

Proposition 3.57. Every noetherian topological space has finitely many irre-
ducible components.

Corollary 3.58. A noetherian topological space is locally connected.

Proof. Let X be a noetherian topological space. Then X is the union of its irre-
ducible components X1, . . . , Xn. We want to show that every p has a connected
open neighbourhood. Let U be the subset

U = X \
n⋃
i=1
p 6∈Xi

Xi

︸ ︷︷ ︸
Y

We notice that U = ∪p∈XiXi \ Y is connected to conclude.

Example. Let ki be an infinite set of fields and let A =
∏
i∈I ki. Consider the

discrete topology on I; we have an immersion

I −→ Spec(A) = X

This can’t be an homeomorphism since X is compact; indeed, X is the Ĉech
compactification of I. The Ĉech compactification is defined by the universal
property:

For every ϕ : X → C continuous function, where C is compact, there
exists a unique extension X̂ → C to its Cech compactification X̂.

Let B be a graded ring. We first recall the following

Proposition 3.59.

• f1, . . . , fn ∈ B+ homogeneous elements. Then they generates B+ if and
only if they generates B as a B0-algebra.

• A graded algebra B is noetherian if and only if B0 is noetherian and B+

is finitely generated as a B0-algebra.
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• A graded ring is finitely generated in degree one if and only if B+ is
generated by finitely many elements of degree one. In this case, B is a
quotient of a polynomial ring by an homogeneous ideal.

• If B is a noetherian graded ring, there exists r ∈ N such that B(r) ⊆ B is
finitely generated in degree one.

Proposition 3.60. If B is a noetherian ring, then Proj(B) is a noetherian
scheme.

Proof. If B = B0[x1, . . . , xn], then Proj(B) = PnB0
can be cover by n+ 1 copies

of AnB0
. In general, choose n such that B(n) is a finitely generated in degree one.

We have shown (Example 1) that Proj(B(r)) ' Proj(B). Therefore, Proj(B(r))
is a closed subscheme of PnB0

.

Proposition 3.61. Let R be a ring. Then the following are equivalent:

• A is reduced

• Ap is reduced for all p ∈ Spec(A)

• Am is reduced for all m ∈ SpecM(A)

Definition 3.62. A scheme X is reduced if and only if OX,p is reduced for all
p ∈ X.

Proposition 3.63. The following are equivalent:

• X is reduced

• X = ∪Ui, where each Ui ' Spec(Ai) and Ai is reduced

• For all U open set of X O(U) is reduced

Lemma 3.64. Let X be a scheme and let X = ∪Xi be an open cover. Let
Yi ⊆ Xi be closed subschemes such that Yi ∩Xij = Yj ∩Xij . Then there exists
a closed subscheme Y ⊆ X such that Y ∩Xi = Yi for all i.

Proof. It exists a unique closed subspace Y ⊆ X such that Y ∩Xi = Yi.

Yi
fi−→ X OX

f#
i−−→ f∗OYi

Then we get the sheaves of ideals IYi = Ker(f#
i ) ⊆ OX . We define the sheaf

IY (U) = {s ∈ OY (U) | s|U∩Xi ∈ IYi(Ui ∩Xi)}

Then, the pullback of the quotient sheaf OY = f−1(OX/IY ) is the desired
one.

Theorem 3.65. Let X be a scheme. If Y ⊆ X is a closed subset, there exists
a unique reduced subscheme whose support is Y . In particular, there exists a
unique closed subscheme Xred with support in X.

Proof. In the affine case, it suffices to take the reduced subscheme Spec(A/
√
I),

which is unique.
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Definition 3.66. A scheme X is integral if for every open affine subscheme
U ⊆ X O(U) is a domain.

Lemma 3.67. If X is a scheme, there is a bijective correspondance between
points and irreducible subset.

X −→ Closed irreducible of X
p 7−→ {p}

Proof. Injectivity. Assume that there exist p, q ∈ X such that {p} = {q} and
let U ⊆ X be an open affine subscheme such that {p} ∩ U 6= ∅. This implies
that p, q ∈ U ; so {p}

U
= {q}

U
; since we know that the result holds for affine

schemes, p = q.
Surjectivity. If V ⊆ X is closed and irreducible, there exists an open affine
subset U ⊆ X such that U ∩ V 6= ∅. Then V = U ∩ V and U ∩ V is irreducible.
Then there exists p ∈ U such that {p}

U
= U ∩ V and this implies {p} = V .

Proposition 3.68. The following are equivalent:

1. For every open non-empty subscheme U , O(U) is a domain

2. X integral

3. X is reduced and irreducible

Proof.

(1)⇒ (2) Obvious

(2)⇒ (3) Clearly, X is reduced. Let’s suppose that X is not irreducible. Then
there exists two open sets U, V such that U ∩ V = ∅. Then O(U ∪ V ) =
O(U) ×O(V ) and both this are nonzero ring. This gives a contradiction
since a product of non zero rings can’t be a domain.

(3)⇒ (1) Since O(U) 6= 0, we need to prove that given f, g ∈ O(U), fg = 0 means
f = 0 or g = 0. Let A be the set {p ∈ U | f(p) = 0} and B be the set
{p ∈ U | g(p) = 0}. These are closed and

A ∪B = {p ∈ U | f(p) = 0 ∨ g(p) = 0} = {p ∈ U | fg(p) = 0} = U

Since U is irreducible, A = U or B = U . Let’s suppose A = U ; then
f(p) = 0 for all p ∈ U . Since U is reduced, f = 0. Indeed, let Vi be an
open affine cover of U ; we need to show that f = 0 in O(Vi) for all i.
However, in the affine case f(p) = 0 for all p means that f is contained in
all prime ideals; since by hypotesis Vi are reduced, f = 0.

As an immediate corollary, we obtain that X has a unique generic point,
which we call ξ. The stalk in ξ is a field called K(X), the field of rational
function. This is a field: let U be a non-empty open affine subset of X. The
U ' Spec(O(U)); since ξ is dense, ξ ∈ U and ξ = (0) ⊆ O(U). Therefore,
OX,ξ = O(U)(0), which is a field.
What’s more, the inclusion map O(U) → K(X) is injective. This is easy to
see in the affine case, since it is the inclusion in the quotient field; since it
is locally injective, it is injective. Notice that OX,p ↪→ K(X); furthermore,
O(U) = ∩OX,p ⊆ K(X).
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3.6 Quasi-compact, Affine and Finite Type Mor-
phisms

Definition 3.69. A continuous map f : X → Y is quasi-compact if for every
V ⊆ Y open quasi-compact subset, f−1(V ) is quasi-compact.

Notice that we can check this property on a base; so if {Vi} is a basis of
open quasi-compact sets of Y and f−1(Vi) is quasi-compact for all i, f is quasi
compact. In the case of schemes, a morphism is quasi compact if for every open
affine subscheme f−1(V ) is quasi compact. However, it is not enough to assume
that there is a cover of open quasi-compact subsets whose inverse image is quasi
compact. In fact, let X be Spec(K[x1, . . . , xn]) and let Fi = V (x1, . . . , xi).
Then we have a chain

F1 ) F2 ) F3 ) F4 ) . . .

The intersection ∩Fi is the maximal ideal M = (x1, . . . ); so the open set U =
X \ {M} is not quasi compact. Let Y = X tU X the scheme obtained by gluing
two copies of X along U . We denote by X1 = f(X) be the image of the first
copy of X in Y and X2 the image of the second copy. Then the inclusion map

f : X1 −→ Y

is a map between quasi compact schemes; however f−1(X2) = U and U is not
quasi compact.

Proposition 3.70. Let f : X → Y be a morphism of schemes and let Y = ∪Vi
be a cover of open affine subsets. If f−1(Vi) is quasi compact for all i, then f
is quasi compact. If Y is affine, f : X → Y is quasi compact if and only if X is
quasi compact.

Proof. Let A be the set of open affine subsets V of Y such that V is contained
in any Vi. Then A is a bases of open subsets for Y ; so we have to check that
the inverse image of these subsets are quasi compact. Choose i ∈ I; since
f−1(Vi) is quasi-compact, we can cover f−1(Vi) with a finite number of affine
open subschemes. So it suffices to show that if X and Y are affine, f : X → Y
is quasi compact. Let X be Spec(A) and Y be Spec(B). We know that a
map of affine schemes induces a ring homomorphism ϕ : B → A. We have
Y = ∪b∈BYb; furthermore f−1(Yb) = Xϕ(b) ' Spec(Xϕ(b)), which is quasi-
compact, as desired.

Definition 3.71. A map of schemes f : X → Y is affine if the inverse image of
every open affine subscheme is affine.

By the previous proposition, an affine map is quasi compact. Furthermore,
a similar property holds but we need some lemmas.

Lemma 3.72. Let X be a quasi-compact scheme and let a, f ∈ Γ(X,OX). If
a = 0 in Xf , then there exists n ∈ N such that afn = 0 in Γ(X,OX).

Proof. Let X = ∪ni=1Xi be a finite open affine cover of X. Then we can consider
the restrictions fi = f |Xi and the hypotesis are equivalent to say that a|Xi = ai
is zero in (Xi)f . Let Spec(Ai) = Xi; then (Xi)f = Spec((Ai)f |Xi ) and ai is in
the kernel of the map Ai → (Ai)f |Xi . This means that there exists ni ∈ N such
that aifnii = 0. Taking n = maxni, we get the thesis.
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Lemma 3.73. Let X be a scheme and assume that X = ∪ni=1Xi is an open
affine cover such that Xi ∩Xj is quasi compact. Let f ∈ A = Γ(X,OX).

1. Let b ∈ Γ(Xf ,OXf ). There exists n ∈ N such that fnb is the restriction
of an element in A.

2. Af ' Γ(Xf ,OXf )

Proof.

1. First, we show that it is true in the affine case. So assume X = Spec(A),
f ∈ A and b ∈ Af . We have to show that there exists n ∈ N such that fnb
comes from an element of A. This is trivial; indeed, since b ∈ Af , b = c/fk

where c ∈ A and therefore fkb ∈ A. We now consider the general case.
For all i = 1, . . . , n, we can find ki ∈ N such that fki |Xib|Xi comes from
an element of A. We can take k = max ki and these condition still holds.
We want now to show that these elements lift to a global section. So we
consider i, j and we have to show that the restrictions of these elements
to the intersection is the same. This is trivial and therefore they lift to a
global section.

2. The restriction map A→ Γ(Xf ,OXf ) factors through Af → Γ(Xf ,OXf )
and this is surjective by the previous point. Therefore we only have to
show injectivity, which comes from the previous lemma.

Lemma 3.74. LetX be a scheme and assume there exist f1, . . . , fk ∈ Γ(X,OX)
such that (f1, . . . , fk) = 1 and Xfi is affine. Then X is affine.

Proof. Let A = Γ(X,OX). We want to show that Spec(A) ' X. Notice that
using the previous lemma we get Afi ' Γ(Xfi ,OXfi ) for all i. The thesis comes
from the lemma 3.49.

We are now ready to show the following:

Proposition 3.75. Let f : X → Y be a morphism of schemes and let Y = ∪Yi
be an affine open cover. If f−1(Yi) is affine for all i, f is affine. If f : X → Y is
a morphism and Y is affine, f is affine if and only if X is affine.

Definition 3.76. A morphism of schemes f : X → Y is locally of finite type if
whenever U ⊆ X and V ⊆ Y are open affine subschemes and f(U) ⊆ V , the
induced homomorphism O(V )→ O(U) is of finite type.

Proposition 3.77. Let f : X → Y be a morphism of schemes and X = ∪Ui be
an affine open cover. Let suppose that for all i ∈ I Vi are open affine such that
f(Ui) ⊆ Vi and O(Vi)→ O(Ui) is of finite type. Then f is of locally finite type.

Corollary 3.78. Let f : X → Y be a morphism of schemes and suppose Y is
affine, so Y = Spec(B). Let X = ∪Ui be an open affine cover. Then f is locally
of finite type if and only if O(Ui) is a finitely generated B-algebra.

Corollary 3.79. If X,Y are affine schemes, then the following are equivalent:

• f : X → Y is locally of finite type
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• O(X) is a finitely generated O(Y ) algebra

• f factors through a closed embedding X ⊆ AnB → Y , where Spec(B) = Y .

Definition 3.80. A morphism f : X → Y is of finite type if it is locally of finite
type and quasi compact.

For example, the map PnR → Spec(R) is of finite type.



Chapter 4

Fibered Products and Base
Change

4.1 Fibered Products: First Properties
We want now to define a sort of product in the category of schemes: this is
called the fibered product, which is defined by the following universal property.
We are considering a category C and two arrows f : X → S and g : Y → S

The fibered product of f, g consists of an objectX×SY ∈ Ob(C) and two
arrows p1 : X ×S Y → X, p2 : X ×S Y → Y such that whenever ϕ : T → X
and ψ : T → Y are arrows such that f ◦ ϕ = g ◦ ψ, there exists a unique θ
such that the following commutes

X

X ×S Y Y

S

T

p1

p2

g

f

ψ

ϕ

θ

For example, let C be the category of sets and let S the set consisting of a
single point, which is a terminal objects. Then, given X and Y , there exists
unique maps f : X → S and g : Y → S. Then, the fibered product X ×S Y is
the classical product of sets.
More in general, X×S Y = {(x, y) ∈ X × Y | f(x) = g(y)}. We can also give to
the fiber the structure of a fibered product. In fact, consider a map f : X → S
and let s be in S. Then f−1(s) ' X ×S {s}; if B is a subset of S, then
f−1(B) ' X ×S B in the same way.

Consider now the case of affine schemes. So, let X,Y be Spec(A),Spec(B)
respectively and let S be Spec(S). Since we have a bijection between ring

49
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homomorphisms and morphisms of affine schemes, we get the diagrams:

X A

R BY

S

←→

A⊗R B has a ring structure, given by

(a⊗ b)(a′ ⊗ b′) = aa′ ⊗ bb′

Furthermore, we have the canonical maps

α : A→ A⊗R B β : B → A⊗R B

If C is an R-algebra, given A ϕ−→ C and B ψ−→ C homomorphisms of R-algebras,
there exists a unique morphism of R-algebras θ : A ⊗R B → C such that the
following diagram commutes:

A

R B

A⊗R B

T

Therefore, we can define X ×S Y = Spec(A ⊗R B) in the category of affine
schemes and this satisfies the universal property. The projection maps are the
schemes morphisms induced by α and β.

Definition 4.1. Let C be a category. A commutative diagram in C is cartesian

Y

T X

S

if T is isomorphic to the fibered product X ×S Y .

Proposition 4.2. Consider the diagram and assume that the square on the
right is cartesian:

Y ′′

X ′′ X ′

Y ′

X

Y

Then the square on the left is cartesian if and only if the one on the left is
cartesian:
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Y ′′

X ′′ X

Y Y ′′

X ′′ X ′

Y ′

For the tensor product, this proposition implies that given a diagram like this,

B

A A′

A′ ⊗B

A′′

A′′ ⊗ (A′ ⊗B)

then A′′ ⊗ (A′ ⊗B) ' A′′ ⊗B.

Example.

• AmR ×Spec(R) AnR = Spec(R[x1, . . . , xm]⊗R[y1, . . . yn]) ' An+m
R

• Let X,Y be the schemes

Spec
(
R[x1, . . . , xm]�(f1, . . . , fk)

)
Spec

(
R[y1, . . . , yn]�(g1, . . . , gs)

)
respectively. Then the fibered product X ×R Y is the scheme

Spec
(
R[x1, . . . , xm, y1, . . . , yn]�(f1 ⊗ 1, . . . fr ⊗ 1, 1⊗ g1, . . . , 1⊗ gs)

)
Let p ∈ X = Spec(A). Then we can identify p = Spec(k(p)) → X. Let

Y = Spec(B) and let ϕ : A→ B be a homomorphism of rings. Then we get the
diagram

p

p×X Y Y

X

Proposition 4.3. p ×X Y → Y induces a homeomorphism between p ×X Y
and the fiber f−1(p)

Proof. If p ∈ A is maximal, then K(p) is isomorphic to A/p and p ⊗X Y =
Spec(K(p) ⊗A B), which is isomorphic to Spec(B/pB). We know that there
exists a homeomorphism between f−1(p) and Spec(B/pB), so we have shown
this case. In general, we can localize at p and obtain the diagram

p

p×X Y Spec(Ap ⊗A B)

Spec(Ap)

Y

X
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We know that Spec(Ap) ×X Y = Spec(Ap ⊗A B) = Spec(Bp), which is home-
omorphic to the set of primes of q ∈ Y whose inverse image is contained in p.
Since p = Spec(K(p)) is maximal in Ap, we get

Ap ×X Y ' Spec(Bp ⊗Ap K(p)) ' f−1(p)

Base Change A particular case of fibered product is the base change, which
is the geometric version of the extension of scalar. First, we need to define a
notion of injectivity in the category of schemes.

Definition 4.4. An arrow S → S′ is a monomorphism if, for any two maps
T

g1,g2−−−→ S such that f ◦ g1 = f ◦ g2, then g1 = g2.

For example, the map Spec(C)→ Spec(R) is injective but it isn’t a monomor-
phism in the category of schemes. In fact,

R C C
i

id

conj

More in general, we can consider a field F and a Galois extension E/F. The
scheme map induced by the inclusion can’t be a monomorphism since a non-
identical element σ of Gal(E/F) give rise to the same composition as the identity
id but σ 6= id.
We now want to give some functorial examples of monomorphisms in the cate-
gory of schemes. Consider the diagram

SY

X

S′Y ′

X ′

This induces a map between the fibered products

SY

XX ×S Y

S′Y ′

X ′X ′ ×S Y ′

When S = S′, we get a functorial map X ×S Y → X ′×S Y ′; when X = X ′ and
Y = Y ′, we get a map X ×S Y → X ×S′ Y .

Proposition 4.5.

1. The functorial map X ×S Y → X ×S′ Y is a monomorphism.

2. If S → S′ is a monomorphism, then X×SS → X×S′ Y is an isomorphism.

Example. Closed embedding are monomorphisms in the category of schemes.
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Existence of Fibered Products We have shown some examples and prop-
erties of fibered product, but still we haven’t discussed the existence. We now
give a sketch of the proof. Consider the diagram

Y S

X

g

f

and take affine open covers X = ∪Xi, Y = ∪Yi and S = ∪Wi such that
f(Xi) ⊆ Wi and g(Yi) ⊆ Wi. Since we have shown the affine case, every
Xi ×Wi

Yi exists; furthermore, Xi ×Wi
Yi ' Xi ×S Yi because Wi → S is a

monomorphism. We notice that Xij ×S Yij → Xi ×S Yi is an open embedding.

Lemma 4.6. Let X,Y be affine schemes and let U ⊆ X and V ⊆ Y be open
affine subschemes. Then U ×S V is an open subscheme of X ×S Y .

Proof. We can complete the diagram on the left with the fibered products and
the map given by the universal property to get a diagram as the one on the
right:

Y S

X

V

U

g

f

Y S

X

V

U

X ×S Y

U ×S V

g

fp1

p2

ψ

We want to show that the image of ψ is an open subset; this follows from the
fact that Imψ = p−1

1 (V ) ∩ p−1
2 (U) by the commutativity of the diagram.

As a consequence, gluing these open subschemes along their intersection
gives the fibered product.

As an example, consider a ring R and let B be a graded R-algebra (so we
have a map R→ B0). We have the maps

Proj(B)→ Spec(B0)→ Spec(R)

and B ⊗R S is a graded S-algebra, where (B ⊗ S)i = Bi ⊗ S. The canonical
homomorphism

ϕ : B → S ⊗R B
is of degree one and ϕ(B+)(S ⊗ B) = (S ⊗ B)+. By the functoriality of Proj,
we get the commutative diagram

Spec(S) Spec(R)

Proj(B)Proj(S ⊗R B)
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We now want to show that this is cartesian. Because of the universal property,
we get a map Proj(S ⊗B)→ Spec(S)×R Proj(B).

Spec(S) Spec(R)

Proj(B)Spec(S)×R Proj(B)

Proj(S ⊗R B)

We can cover X = Proj(B) with affine open subschemes Xb = Spec(B(b)), where
b ∈ B+ are homogeneous. So we get

Spec(S)×R Proj(B) '
⋃
b

Spec(S)×R Xb

For every b, ϕ−1(Xb) = Spec(S⊗RB(ϕ(b))). So we need to show that the induced
map S ⊗ (B(b))→ (S ⊗B)1⊗b is an isomorphism, which is immediate.

Example. Let S, R be rings and let ϕ : R → S be a homomorphism. Then
Spec(S) ×R PnR ' PnS . In particular, since Spec(Z) is a terminal object in the
category of schemes, we have PnR ' Spec(R)×Z PnZ.

Definition 4.7. Let S be a scheme. We define

PnS := S ×Z PnZ

Example. LetX be the scheme Proj(R[x0, . . . , xn]/(f1, . . . , fr)), where the poly-
nomials f1, . . . , fr are homogeneous of positive degree. Let S be a ring; then

S ⊗R R[x0, . . . , xn]�(f1, . . . , fr)
' S[x0, . . . , xn]�(f̄1, . . . , f̄r)

So we obtain

Spec(S)×R X ' Proj
(
S[x0, . . . , xn]�(f̄1, . . . , f̄r)

)
Invariance under base change

Proposition 4.8. Consider the following cartesian diagram

Y ′

X ′ X

Y

f ′

ψ

f

Then

1. If f is quasi compact, so is f ′
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2. If f is locally of finite type, so is f ′

3. If f is of finite type, so is f ′

Proof.

• We can assume Y, Y ′ affine. Then X is quasi compact, so X = ∪ni=1Xi,
where each Xi is open affine. Then ψ−1(Xi) = Y ′ ×Y Xi is affine and
Y ′ ×Y X = ∪(Y ′ ×Y Xi) is an open affine cover.

Let X be a scheme and let p ∈ X be the point p = Spec(k(p)), where
k(p) = OX,p/Mp. There exists a natural morphism Spec(OX,p) → X; given
an affine open neighbourhood U of p in X, the projection map give rise to this
map. Clearly, it doesn’t depend on the choice of U . Indeed, if V is another
affine open neighbourhood, we get the commutative diagram

O(U ∩ V )

O(U)

O(V )

OX,pO(X)

So we get a a commutative diagram of schemes:

U ∩ V

U

V

Spec(OX,p)X

Proposition 4.9. Let f : Spec(K)→ X be a morphism of schemes and suppose
that the image of f is exactly p ∈ X a point. Then f factors uniquely through
a map p→ X, so giving rise to the following diagram:

Spec(K)

Spec(k(p))

X

Proof. It’s enough to show the affine case; the map Spec(K) → X induces the
commutative diagram

A

A�p

K

k(p)

which proves the statement.
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Proposition 4.10. Let f : Y → X be a morphism of schemes and let p ∈ X.
Then the map p ×X Y → Y induces a homeomorphism between p ×X Y and
f−1(p).

Proof. We can reduce to the affine case and the use Proposition 4.3.

Definition 4.11. Let X,Y be schemes. f : X → Y is an embedding if it factors
through

X → U → Y

where X → U is a closed embedding and U → Y is an open embedding.

Summing Up We have discussed some different property of morphisms:

1. Closed embeddings

2. Open embeddings

3. Embeddings

4. Quasi-compact morphisms

5. Affine morphisms

6. Locally of finite type morphisms

7. Of finite type morphisms

Furthermore, they have some common properties:

1. The composite of morphisms with property P has property P

2. They are local on Y , so if Y = ∪Yi is an open cover and for all i the
morphism fi = f |f−1(Yi) has property P, then f has property P

3. If f has property P,

Y ′

X ′ X

Y

f ′ f

so f ′ does.

There is another property:

4. They are local on the domain, so given X = ∪Xi an open cover of X, if
fi = f |Xi has property P for all i, so f does.

For example, being locally of finite type is local on the domain, while being
quasi compact is not. For example, let X,Y be affine schemes and let I be an
infinite set of indexes. Let f : X → Y be a quasi compact map. Then the map

∪f :
⊔
i∈I

X −→ Y

is not quasi compact while it is locally quasi compact.
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4.2 Separated Morphisms
We know that for the topological product, the following holds:

Proposition 4.12. Let X a topological space and let

δ : X −→ X ×X
x 7−→ (x, x)

Then X is Hausdorff if and only if δ is a closed embedding.

This property is rarely satisfied by schemes, since they rarely are Hausdorff
spaces. However, the fibered product allows to give this proposition a sense
even in this case

Definition 4.13. Let f : X → Y be a morphism of schemes. We define the
diagonal map

δ : X −→ X ×Y X

to be a map such that pr1◦δ = pr2◦δ = id, where pr1 and pr2 are the projection
map given by the fibered product.

X

X ×Y X X

Y

X

p1

p2

f

f

id

id

ϕ

We notice that such a map always exists and it
is unique. In fact, from the universal property
of fibered product, there exists a unique ϕ such
that the following commutes and ϕ satisfies all
the property of a diagonal map. Since every other
diagonal map make the same diagram commuta-
tive, we have the uniqueness. First, we discuss
the affine case, so we assume X = Spec(A) and
Y = Spec(B). Then we know that X ×Y X '
Spec(A⊗B A) and the homomorphism of rings δ̃

that induces the diagonal map δ has the property that

δ̃(a⊗ a′) = δ̃(a⊗ 1)δ̃(1⊗ a′) = aa′

because of the request pr1 ◦ δ = pr2 ◦ δ = id. So δ̃ is surjective which implies
that δ is a closed embedding.

Proposition 4.14. δ : X → X ×Y X is a locally closed embedding.

Proof. Let Y = ∪Yi be an open affine cover. Then for all i we get the open
embedding

f−1(Yi)×Yi f−1(Yi)→ X ×Y X

which corresponds to the inverse image of Yi in X ×Y X. Let’s denote with U
the union ∪f−1(Yi)×Y f−1(Yi). Then δ(X) ⊆ U and U → X ×Y X is an open
embedding. So it is enough to prove that

δ : f−1(Yi) −→ f−1(Yi)×Y f−1(Yi)

is an embedding. We can assume that Y is affine; suppose X = ∪Xi is an
open affine cover. We know that Xi ×Y Xj is an open subscheme of X ×Y X;
furthermore, δ−1(Xi ×Y Xj) = Xij and we get the closed embedding δ : Xi →
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Xi ×Y Xi for the affine case (which we have already dealt with). Therefore, we
get an embedding

X
closed−→ ∪Xi ×Y Xi

open−→ X ×Y X

Definition 4.15. A morphism f : X → Y is separated if δ : X → X ×Y X is a
closed embedding.

We have already shown that every morphism between affine schemes is sep-
arated.

Proposition 4.16. Lef X f−→ Y
g−→ Z be morphisms of schemes.

1. If g ◦ f is separated, f is separated.

2. If f, g are separated, g ◦ f si separated.

Proof.

1. We consider the canonical map ψ : X×Y X → X×ZX; we get the diagram

X

X ×Y X X ×Z X
ψ

δX/Y δX/Z

which is commutative. Therefore ψ−1(δX/Z(X)) ⊇ δX/Y (X). If we
show the other inclusion, we are done. Let s ∈ ψ−1(δX/Y (X)) and let
x ∈ X such that ψ(s) = δX/Z(x). Let now t = δX/Y (x). We want
to show that s = t. We can take affine open neighbourhood U, V,W of
x, f(x), f(g(x)) respectively, such that U ⊆ f−1(V ) and V ⊆ g−1(W ).
Then ψ|U×V U : U ×V U → U ×W U is a closed immersion since these are
affine subschemes and s = t, as desired.

2. The diagonal morphism δX/Y can be seen as a map δX/Y : X → X×Y X '
X ×Y Y ×Y X. The other diagonal δY/Z can be considered in a product
with the identity maps:

IdX ×δY/Z × IdX : X ×Y Y ×Y X −→ X ×Y (Y ×Z Y )×Y X ' X ×Z X

The composite (IdX ×δY/Z × IdX) ◦ δX/Y is exactly δX/Z . Since these
map are closed by hypotesis (being closed immersion is invariant under
base change) and composition of closed map are closed, we get that δX/Z
is closed. Since the composite of δX/Z (seen as the composition of the
diagonal morphisms) with the projection is the identity, we get injectivity.

Corollary 4.17. Lef X f−→ Y
g−→ Z be morphisms of schemes. Suppose g is a

separated morphism. Then g ◦ f is separated if and only if f is separated.
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Corollary 4.18. Let X,Y, Z be schemes and suppose Y,Z are affine. Then
X → Y is separated if and only if X → Z is separated.

Definition 4.19. A scheme is separated if it is separated over Spec(Z).

Corollary 4.20. Let f : X → Y be a morphism of schemes. If X is a separated
scheme then f is separated.

Proof. Remembering that every scheme has a unique map to Spec(Z), we get
the commutative diagram

Spec(Z)

X Y
f

and by the previous corollary, X → Z is separated if and only if X f−→ Y is
separated.

Lemma 4.21. If X is a separated scheme and U, V are open affine subschemes
of X, U ∩ V is affine.

Proof. Let consider the diagonal map δ : X → X×ZX; we know that δ−1(U ×Z
V ) = U ∩V . By hypotesis, δ is a closed embedding and U ×Z V is affine. So the
inclusion δ : U∩V → U×ZV is a closed embedding. Since any closed subscheme
of an affine scheme is affine, we get the thesis.

Proposition 4.22. Let f : X → Y be a morphism of scheme and let X = ∪Xi

be an open affine cover. Then X is separated if and only if Xi∩Xj → Xi×Y Xj

is a closed embedding.

We now give an example of an affine scheme which is not separated. Let k
be a field and let X be the scheme

A1
k

⊔
A1
k\{(x)}

A1
k

By the gluing theorem, X = X1 ∪X2, X1, X2 ' A1
k and X1 ∩X2 ' A1

k \ {(x)}.
X1 ∩X2 is affine but not separated; the inclusion

X1 ∩X2 −→ X1 ×A1
k
X2 ' A1

k

is not a closed embedding. Let’s now give an example of a separated scheme:
the projective space PnR. Let’s denote with A the ring R[x0, . . . , xn]. We know
that PnR is covered by affine open set Xi such that Xi ' Spec(A(xi)). What’s
more Xi ∩Xj ' Spec(A(xixj)) ⊆ Xi ×Spec(R) Xj . So we need to show that the
map

A(xi) ⊗R A(xj) −→ A(xixj)

is surjective, which is obvious. So the inclusion Xi ∩ Xj → Xi ×Spec(R) Xj is
closed.

Proposition 4.23. Being separated is invariant under base change. In other
words, given a cartesian diagram
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Y ′

X ′ X

Y

f ′ f

f is separated if and only if f ′ is separated.

Proof. Assume f is separated and notice that X ′ = Y ′ ×Y X. The diagonal
map δX′/Y ′ : X ′ −→ X ′ ×Y ′ X ′ = Y ′ ×Y X ×Y ′ Y ′ ×Y X ' (X ′ ×Y X ′)×Y Y ′
can be seen as δX′/Y × Id, which is closed and injective.

Valuative Criterion for Separation In a certain sense, being separated
is the analogous of being Hausdorff. We know that two continuous function
coinciding on a dense subspace with value in an Hausdorff space must coincide
everywhere. Here we have a similar statement:

Theorem 4.24. Let R be a discrete valuation ring and let K be its quotient
field. Let X,Y be schemes and let f : X → Y be a separated morphism. Let
g1, g2 be morphisms of schemes from Spec(R) to X such that f ◦ g1 = f ◦ g2

and their restriction to Spec(K) coincide. Then g1 = g2.

Proof. The maps g1, g2 give rise to a map g : Spec(R) → X ×Y X by the uni-
versal property of fibered product. By the diagonal map, we have a closed
embedding of X into X ×Y X and g−1(X) is a closed subscheme of Spec(R)
which contains the point Spec(K).

X

X ×Y X X

Y

Spec(R)

g2

g1

g

Since Spec(K) is dense in Spec(R), his closure must be a closed subscheme
supported on Spec(R). However Spec(R) is reduced and therefore g−1(X) =
Spec(R). This means that the image of g is contained in the diagonal of the
fibered product, so g1 = g2.

Z

X Y

g
f2

f1
More generally, suppose given a diagram like the

one on the left and assume that

1. g : Y → Z is separated

2. There exists an open dense subscheme U ⊆ X
such that f1|U = f2|U

3. X is reduced
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then f1 = f2. Indeed, we can consider the map s : X → Y ×Z Y . The diagonal
is closed by hypotesis and therefore the fiber of the diagonal must be a closed
subscheme containing the points p such that f1(p) = f2(p). Since these points
are dense in X, it must be a closed subscheme having X as support. Since X
is reduced, there is a unique structure of closed subcheme on X, and this gives
the thesis.
These hypotesis are essential. For example, we can consider X to be the affine
scheme Spec(K[x, y]/(xy, y2)). We have√

(xy, y2) = (y) Ared ' K[x, y]�(y) ' K[x] Xred ' A1
k

Furthermore, X \ {(x, y)} ' Spec(Ax) ' K[x]x. We get the map

f : A −→ A
x 7−→ x
y 7−→ 0

and ϕ induced by the inclusion map K[x] ⊆ A. This give rise to the following
diagram, which is commutative.

Y

X X

ϕ
id

f

As requested, g ◦ id = g ◦ f and, called U = X \ {(x, y)}, f |U = idU . However,
f 6= id and so the property doesn’t hold.

Given some more hypotesis, the converse hold:

Theorem 4.25. Let X,Y be locally noetherian schemes and let f : X → Y be
a morphism. Suppose that, for all choice of a discrete valuation ring R, two
maps g1, g2 : Spec(R)→ X such that f ◦g1 = f ◦g2 and g1|Spec(K) = g2|Spec(K),
g1 = g2. Then f is separated.

4.3 Proper and Finite Maps

Y ′

X ′ X

Y

Consider a diagram like the one on the right and suppose
it is cartesian. If Y ′, Y,X are locally compact Hausdorff
spaces, so X ′ is. In fact, X ′ = X ×Y Y ′ ⊆ Y × Y ′ (the
last is the product in the category of topological spaces)
and the embedding is closed. Since a subspace of a locally
compact Hausdorff space is a locally compact Hausdorff
space, X ′ has the desired properties. In the case of these
spaces, it makes sense define the notion of a proper map, which is a map such
that the inverse image of a compact subspace is compact. We notice that a
proper map is universally closed, so it stays closed under base change to any
locally compact space.

Example. The map f : R→ {pt} is closed but not universally closed. In fact,
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R

R× R R

{pt}

pr1 f

the map pr1 is not closed (the image of the hyperbola is open) while f is closed.

Furthermore, a continuous map on a locally compact Hausdorff space is
proper if and only if it is universally closed. This suggest the following definitions

Definition 4.26. Let X,Y be schemes. f : X → Y is universally closed if for
every morphism Y ′ → Y the projection map pr1 : Y ′ ×Y X → Y ′ is closed.

Being closed is a local property on the codomain, so it is enough to check
it on an affine open cover. So being universally closed is a local property on
Y . Furthermore, being universally closed is invariant under base change and
composition.

Definition 4.27. Let X,Y be schemes and let f : X → Y be a morphism of
scheme. We say that f is proper if

1. it is of finite type

2. it is separated

3. it is universally closed

The definition may seem strange and it isn’t clear why such a proper map is
the equivalent of the notion of topological proper map. As an example, consider
map X → Spec(C) locally of finite type. We denote as Xan the set of rational
point over C. Suppose X is affine; then locally X ⊆ AnC and this give an
embedding of Xan into Cn. This embedding induces a topology on Xan: we
say that U ⊆ Xan is open if and only if U is open in the euclidean topology.
For example, (PnC)an ' Pn(C) has the usual euclidean topology. The following
property give a reason why the definition of proper morphism should be the one
given:

Proposition 4.28. Let f : X → Y be a morphism of schemes over C. Then

1. fan : Xan → Y an is continuous.

2. X is connected if and only if Xan is connected

3. X is separated if and only if Xan is Hausdorff

4. If X,Y are separated, f is proper if and only if fan is proper (in the
topological sense)

The class of proper morphism satisfies the usual properties, such as invari-
ance under base change, composition and being local on the codomain. Obvi-
ously, not all maps are proper. Taking inspiration from the hyperbola in the
case of the projection map, consider the morphism f : A1

k → Spec(K) induced
by the inclusion K → K[x]. Then we obtain
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A1
k

A1
k × A1

k A1
k

Spec(K)

pr1

Called V = V (xy − 1), we get pr1(V ) = A1
k \ {0}, which is open.

Definition 4.29. A morphism of schemes f : X → Y is finite if it is affine and
for every affine open set V ⊆ Y the ring homomorphism O(V )→ O(f−1(V )) is
finite (O(f−1(V )) is finitely generated as a O(V )-module.)

Every morphism of affine scheme induced by a finite homomorphism of rings
is finite. f−1(V ) is affine since it is isomorphic to Spec(O(V )⊗O(X)O(Y )), this
tensor product is finitely generated and this shows that it is finite.

V

f−1(V ) Y

X

Proposition 4.30. Let f : Y → X be a morphism of schemes. Let X = ∪Xi

be an open affine cover and assume that f−1(Xi)→ Xi is finite for all i. Then
f is finite.

Proof. f is affine by Proposition 3.75. So let V be an affine open subset of Y and
let V = ∪ni=1Vi be an affine open cover (V is quasi compact) such that for all j
there exists an index i such that Vj ⊆ Xi. We have to show that O(f−1(V )) is
finite over O(V ). Since we have already dealt with the case of an affine scheme,
f−1(Vj) is affine and O(f−1(Vj)) is finite over O(Vj) for all j. Furthermore,
O(f−1(Vj)) = O(Vj)⊗O(V ) O(f−1(V )) because the diagram

Vj

f−1(Vj) f−1(V )

V X

Y

is cartesian and so the sub-squares are. Choose s1, . . . , sr ∈ O(f−1(V )) such
that 1⊗ si ∈ O(Vj)⊗O(V )O(f−1(V )) generate O(f−1(Vj)) as an O(Vj)-module
for all j. We claim that these elements generate O(f−1(V )) as an O(V )-module.
We can check this locally, so we have to show that for all p ∈ V the elements
(si)p generate O(f−1(V ))p. Since Vj is open in V , for all p ∈ Vj ⊆ V there
exists a unique q ∈ Spec(Vj) which correspond to p. Notice that

O(V )p ' OV,p ' OVj ,q ' O(Vj)q

So we get

O(f−1(V ))p ' O(V )p ⊗O(V ) O(f−1(V ))

' O(Vj)q ⊗O(V ) O(f−1(V ))

which gives what desired.
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Proposition 4.31. A finite morphism of schemes is proper.

Proof. We can reduce to the affine case; so we need to show that if ϕ : A → B
is a finite morphism of rings, the induced map is closed. The finiteness of B
over A is equivalent to say that the estension is integral; so in this case, by the
Going Up Theorem

f(V (J)) = V (ϕ−1(V ))

which shows that the map is closed.

Proposition 4.32. If an affine map is proper, then it is finite.

Valuative Criterion of Properness

Theorem 4.33. Let X,Y be locally noetherian schemes and let f : X → Y be
a morphism of schemes of finite type. Then f is proper if and only if given any
discrete valuation ring R with quotient field k there exists a unique morphism
Spec(R)→ X making the following into a commutative diagram:

Spec(R)

Spec(k) X

Y

f

Notice that the uniqueness implies that f is separated. We now give an
example when such a map doesn’t exists. First, we have to consider a map f
which is not proper; for example, the projection

f : A1
k −→ Spec(k)

We consider then the discrete valuation ring R = k[1/t]1/t. We get the diagram

Spec(R)

Spec(k(1/t)) A1
k

Spec(k)

However, such a map doesn’t exists.

Theorem 4.34. The map PnR → Spec(R) is proper.

Proof. Since PnR ' Spec(R)×ZPnZ and properness is invariant under base change,
it is enough to prove that tha map PnZ → Spec(Z) is proper. We use the valuative
criterion; so consider a discrete valuation ring and a diagram

Spec(R)

Spec(k) PnZ

Spec(Z)
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We can cover X = PnZ by open affine subscheme Xi, which are isomorphic to
Spec(Z[x0, . . . , xn](xi)). By induction, since Spec(k) is a point, we can assume
that the image is contained in the intersection of the Xi’s, since PnR \ Xi is
isomorphic to Pn−1. We know that there exists a correspondance

Spec(k)→ Xi ←→ Z[ti1, . . . , t
i
n]→ k ←→ ai1, . . . a

i
n ∈ k

Notice that aij = akj a
i
k for all i, j, k. Let vR be the valuation of R, defined on K.

We choose the index i such that vR(a0
i ) ≤ vR(a0

j ) for all j = 1, . . . , n. Therefore
v(akj ) = v(a0

j )− v(ak0) ≥ 0 and this means that akj ∈ R. Therefore we can define

f : Z[tk1 , . . . , t
k
n] −→ R

tkj 7−→ akj

and this is well define and makes the diagram into a commutative one.

Observation 4.35. If A is a noetherian ring, the following are equivalent:

• A is artinian

• All prime ideals are maximal

• Spec(A) is finite and discrete

• A has finite lenght

In particular, a finite morphism has finite fiber.

Theorem 4.36 (Chevalley). Let f : X → Y be a proper morphism of schemes
and suppose it has finite fibers. The f is finite.

Definition 4.37. Let f : X → Y be a morphism of schemes.

• f is projective if it factors through

X → PnY → Y

a closed embedding and the canonical projection.

• f is quasi-projective if it factors through

X → PnY → Y

a locally closed embedding and the canonical projection.

In particular, a projective morphism is proper. Let X f−→ Y
g−→ Z be mor-

phisms of schemes. Then if g is not separated and g ◦ f is proper, it is not true
that f is proper. In fact,

A1 → A1 t A1 → A1

the composition is the identity while the first map is not closed.

Lemma 4.38. Let P be a property of morphism of schemes such that closed im-
mersion verify P and the property is stable under composition and base change.
Then if f : X → Y , g : Y → Z are morphism such that g is separated and f ◦ g
verifies P, then f satisfies P.
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Proof. Let pr : X ×Z Y → Y be the second projection. By hypotesis, pr verifies
P. Notice that g is separated and therefore (Id, f) : X → X ×Z Y is a closed
immersion. Then f = q ◦ (Id, f) verifies P.

Proposition 4.39. Let X f−→ Y
g−→ Z be morphisms of schemes. Suppose g is

separated and g ◦ f is proper. Then f is proper.

Proof. By the lemma, it is enough to show that closed immersion are proper,
that properness is stable under base change and under composition.



Chapter 5

Local Properties

5.1 Dimension Theory
Definition 5.1. Let X be a topological space. The Krull dimension of X is
the supremum of the lenght of the chains

Y0 ( Y1 ( · · · ( Yn

where Yi is closed and irreducible. If p ∈ X is a point, we define

dimP X = inf{dim(U) | p ∈ U ⊆ X and U is open}

If A is a ring, dim(A) = dim(Spec(A)).

Proposition 5.2. If Y ⊆ X then dim(Y ) ≤ dim(X)

Proposition 5.3. dim(X) = supp∈X dimp(X). Equivalently, if X = ∪Xi

dim(X) = sup dimXi.

Definition 5.4. If Y ⊆ X is closed and irreducible, the codimension of Y in X
is the supremum

codimY (X) = sup{n | Y = Y0 ( Y1 ( · · · ( Yn = X}

If Y is closed,

codimY (X) = inf{codimV (X) | V ⊆ Y is closed and irreducible}

Proposition 5.5. If Y ⊆ X is closed, dim(X) ≥ dim(Y ) + codimY (X).

If X is a scheme and x ∈ X is a point, let Y be the closure of the point.
Then we get

codimY X = codimY U

and so, by definition, codimY X = dimOX,p. So we get dim(X) = sup dimOX,p.

Proposition 5.6. Let X be an integral scheme locally of finite type over a field
k. Then dim(X) = trdegk k(x). If Y ⊆ X is closed, dim(Y ) + codimY (X) =
dim(X).

67
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5.2 Normal Schemes
First of all, we recall the basic algebraic facts: an integral domain is integrally
closed (or normal) if every a ∈ K in the quotient field integral over A belong to
A. Since a finite extension is integral, we get the following equivalence:

Lemma 5.7. A is normal if and only if every ring B contained in K and finite
over A is equal to A

Furthermore, being a unique factorization domain is a stronger property that
being normal:

Proposition 5.8. If A is a UFD, then A is normal.

Normality is invariant under localization:

Proposition 5.9. Let A be a domain and let K be its quotient field.

• If S ⊆ A \ {0} is a multiplicative subset and A is normal, then S−1A is
normal.

• Being normal is a local property.

The algebraic properties give rise to the following definition:

Definition 5.10. Let X be an irreducible scheme. We say that X is normal
if OX,p is normal for all p ∈ X. A scheme is normal if it is a disjoint union of
normal irreducible schemes.

The second definition comes naturally from the first. In fact, let X be a
noetherian scheme with irreducible components X1, . . . , Xr. Let p ∈ Xi ∩ Xj

be a point of X; then OX,p has at least 2 distinct minimal primes, so OX,p in
not a domain. In order to be domains, we have to assume that X is a disjoint
union of its irreducible components and this gives rise to the second definition.

We recall this lemma:

Lemma 5.11. Let R be a normal domain. Then R[x1, . . . , xn] is normal.

Example.

• If R is a normal ring, AnR, PnR are normal schemes.

• Let A be the ring
A = K[x, y]�(y2 − x3)

Then its quotient field is contained in K(t), where t = y/x. However, t is
integral over A but t 6∈ A. Furthermore, the inclusion A ⊆ K[t] induces a
homeomorphism A1

k → Spec(A). The same holds for the ring

K[x, y]�(y2 − x2(x+ 1))

Again, let t be y/x in the quotient field. Then t is integral over A but
t 6∈ A.
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• Let A be the ring
A = K[x, y, z]�(z2 − xy)

In fact, we have Ax = K[x, z] and Ay = K[y, z], which are UFD. Denote
U = Spec(Ax) ⊆ Spec(A) and V = Spec(Ay) ⊆ Spec(A); then

U ∪ V = (Spec(A) \ V (x)) ∪ (Spec(A) \ V (y)) = Spec(A) \ V (x, y)

Since an ideal containing x, y must contain also z, we get U∪V = Spec(A)\
{(x, y, z)}.

Lemma 5.12. A = Ax ∩Ay = O(U ∪ V )

Proof. Let K = K(x, z) = K(y, z) and y = z2/x. So if f ∈ Ax ∩Ay, then

f =
∑
i,j
j≥0

aijx
izj =

∑
i,j
j≥0

bijy
izj

=
∑
i,j
j≥0

bijx
−iz2i+j

So we get aij = 0 unless 2i+ j ≥ 0, therefore f is the sum of a polynomial
in x, z and a polynomial in y, z, as desired.

Since A is intersection of two normal rings, it is normal, as we wish.

If the dimension of the scheme is low, we get the following:

Proposition 5.13. Let X be a locally noetherian integral scheme of dimension
≤ 1. Then X is normal if and only if for every closed points p ∈ X OX,p is a
discrete valuation ring.

Proof. If X is normal, then OX,p is a local normal ring of dimension 1, so a
DVR. On the other hand, a DVR is in particular a PID and therefore it is
normal.

Dedekind domains take an important role in this part of the theory:

Definition 5.14. Let A be a noetherian domain. A is a Dedekind domain if
Ap is a discrete valuation ring for all p ∈ Spec(A).

Lemma 5.15. Let A be a normal noetherian domain. Let I be an ideal of A,
g be an element of the quotient field K and suppose that gI ⊆ I. Then g ∈ I.

Proof. Let B be the set {g ∈ K | gI ⊆ I} ⊆ K. If g ∈ B, then we get the map

fg : I −→ I
x 7−→ gx

This gives a homomorphism

B −→ HomA(I, I)
g 7−→ fg

The map is injective since I 6= 0 and A is a domain. What’s more, HomA(I, I)
is a finitely generated A-module. Since A is noetherian, B is finite over A; A is
normal, so A = B.
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Theorem 5.16. A noetherian domain is Dedekind if and only if it is normal of
dimension 1.

Proof. Since being normal is a local property, we can check it on Ap, p ∈
Spec(A). Since A is a Dedekind domain, Ap is a DVR, so it is a PID and
so it is normal. Moreover, it is of dimension 1, since every localization is a DVR
(so it has dimension 1 and dim(A) = sup dim(Ap)).
Let’s now suppose that A is a noetherian normal domain of dimension 1. We
have to show that Ap is a DVR; equivalently, we have to prove that the max-
imal ideal M is generated by one element. By Nakayama’s Lemma, M 6= M2,
otherwise Ap would be a field. So let f ∈ M/M2; then A/(f) is artinian and
the nilradical is nilpotent. Therefore, there exists r ∈ N such that Mr ⊆ (f). If
r = 1 then (f) = M, concluding the proof. So let’s suppose that r ≥ 2. In this
case, we want ot show that (f) ⊇Mr−1. Let a ∈Mr−1. Then aM ⊆Mr ⊆ (f).
There are two possibilities:

• If (f−1a)M = A, then there exists m ∈ M such that am = f and this
gives a contradiction since f 6∈M2.

• If (f−1a)M ( A, then (f−1a)M ⊆M. By the lemma 5.15, f−1a ∈ A.

Theorem 5.17. Let A be a normal noetherian domain. Then

A =
⋂

p∈Spec(A)
ht(p)=1

Ap

Proof. Let B = ∩ht(p)=1Ap; then we have the inclusions A ⊆ B ⊆ K, where K
is the fraction field of A. By contradiction, assume B 6= A. Given f ∈ B \ A,
we define the ideal

If := {a ∈ A | af ∈ A}

If is proper for any choice of f , since f 6∈ A; we can suppose that If is maximal
in the set of such ideals by the noetherianity of A. Then p = If is prime; in
fact, if ab ∈ p, then abf ∈ A. If bf ∈ A then b ∈ p; if bf 6∈ A, a ∈ Ibf = If by
maximality of p and then a ∈ If = p.
We notice that f 6∈ Ap; in fact if f ∈ Ap then f = a/s where s 6∈ p; by
assumptions, we would have sf ∈ A which is absurd. So f 6∈ Ap and fp ⊆ A is
an ideal. There are two possibilities:

• If fpAp ⊆ pAp, we notice that Ap is normal and noetherian. Applying
5.15 we get f ∈ Ap and this is absurd.

• If fpAp = Ap, then pAp = (f−1). Therefore the maximal ideal of Ap is
principal; then ht(p) = 1 and Ap is a DVR. Since f ∈ B and Ap is a DVR,
then f ∈ Ap and this is absurd.

Corollary 5.18. Let X be a locally noetherian normal scheme and let Z ⊆ X
be a closed subset of codimension at least 2. Then O(X) → O(X \ Z) is an
isomorphism.
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Proof. Since the scheme is normal, every connected component is irreducible
and clearly it is enough to show the statement when X is connected. Normality
implies that the scheme is reduced, so X is integral. Then we know that the
restriction map O(X)→ O(X \ Z) is injective

O(X) ⊆ O(X \ Z) = ∩p∈X\ZAp

Since Z has codimension at least 2, every p ∈ Z has at least height 2. So

O(X \ Z) ⊆ ∩ht(p)=1Ap = O(X)

proving the equality.

Example. We now give a counterexample to the theorem. We consider the set
A = {f =

∑
aix

i ∈ K[x, y] | a1 = 0} of polynomials with no linear terms; we
can view A as a K-algebra generated by

A = K[x2, xy, y2, x3, x2y, xy2, y3]

A is not normal since A ⊆ K[x, y] is an integral extension. Let X be the
spectrum of A and consider the morphism of schemes π : A2 → X induced by
the inclusion A ↪→ K[x, y]. We notice that Ax2 = K[x, y]x2 = K[x, y]x. If
we call U = Xx2 , we obtain an isomorphism π−1(U) → U . The same can be
obtained inverting y2; we get an isomorphism π−1(V ) → V , where V = Xy2 .
Let p the maximal ideal (x, y)∩A; then U∩V = X\{p}. π−1(X\{p})→ X\{p}
is an isomorphism and so π defines a homeomorphism between the topological
spaces. Moreover, since A ⊆ K[x, y] is finite, π is closed (as a map between
schemes). Let q ∈ X such that ht(q) = 1; then q 6= p since ht(p) = 2. Therefore⋂

OX,q =
⋂
OA2

K ,q
= K[x, y] ) A

Definition 5.19. Let X be an integral scheme. A normalization of X is a
dominating morphism ν : X̄ → X such that X̄ is integral and normal and for all
f : Y → X dominating (with Y integral and normal) factors uniquely through
X̄

X̄

Y X

Clearly, if a normalization exists, it is unique up to a unique isomorphism.

Lemma 5.20. Let X be an affine integral scheme. Then X has a normalization
X̄.

Proof. Let X = Spec(A) and let Ā be the integral closure of A in its quotient
field. The inclusion A→ Ā induces a morphism of schemes Spec(Ā)→ Spec(A);
we want ot show that it is the normalization. Clearly, Spec(Ā) is integral
and normal and, as a corollary of the Cohen-Seidenberg theorem, the map
Spec(Ā) → Spec(A) is surjective (in particular dominating). Now, let Y be
a normal scheme and let f : Y → X be a dominating morphism. Since X is
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affine, this corresponds to a morphism A → O(Y ) (which is injective because
the morphism is dominating). We notice that O(Y ) = ∩q∈YOY,q ⊆ K(Y ). Y
is normal and OY,q is normal for all q and so the same holds for O(Y ). By the
injectivity of the map A → O(Y ), we get an inclusion map A → K → K(Y )
and so the inclusions A ⊆ Ā ⊆ O(Y ). This induces the diagram

X̄

Y X

concluding the proof.

Lemma 5.21. Let X be an integral scheme and let ν : X̄ → X be a normal-
ization. Let U ⊆ X be a non-empty open subscheme. Then the restriction
ν−1(U)→ U is a normalization.

Proof. Let f : Y → U be a dominating morphism (Y normal), let X̄ be the
normalization of X and Ū = ν−1(U). The composite of f with the inclusion
U → X gives a dominating morphism Y → X since X is irreducible (U is
dense). Then we can factor it through X̄

X̄

Y XU

and since the image is contained in Ū we get the desired factorization.

In general, let X be an integral scheme and let Ui be an affine open cover.
Then it is possible to glue the normalization of the open sets in order to obtain
the normalization scheme of X. So we obtain the following:

Theorem 5.22. Every integral scheme has a normalization X̄ ν−→ X. Moreover,
ν is affine and X̄ is integral.

Example.

• Let X be the scheme

Spec
(
K[x, y]�(y3 − x3)

)
︸ ︷︷ ︸

=A

Then the map
A −→ K[t]
x 7−→ t2

y 7−→ t3

induces the normalization.
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• Let X be the scheme

Spec
(
K[x, y]�(y2 − x2(x+ 1))

)
︸ ︷︷ ︸

=A

Then the map
A −→ K[t]
x 7−→ t2 − 1
y 7−→ t3 − t

induces the normalization.

• In A2, we glue the points (0, y) ∼ (0,−y). So let A be the set

A = {f(0, y) = f(0,−y)} ⊆ K[x, y]

We obtain the ring B = K[x, y2, xy], which is isomorphic to

K[u, v, w]�(u2v − w2)

Then A2 = Spec(K[x, y]) is its normalization

A2 ν−→ X

Let A1 = Spec(K[u, v, w]/(u,w)) ' Spec(K[v]). Then we have an inclu-
sion map A1 → X; however, it isn’t dominating, so it is not obvious that
a lift exists.

A1 X

A2

K[x, y]

A K[v]

Indeed, it can’t exists; the image of y2 in K[v] is v and v is not a square
in K[v].

Theorem 5.23. Let X be a scheme of finite type over a field. Then X̄ is finite
over X.

Clearly, it is an algebraic fact; it is enough to prove that if A is a finitely
generated domain over a field k, Ā is finite over A. We will prove the following
more general statement:

Theorem 5.24. Let A be a finitely generated domain over a field k; let K be
the quotient field of A. Let L be a finite extension of K. The normalization of
A in L is finite over A.

We need some preliminary results:

Lemma 5.25. Let L�K be a finite extension of field. Then trL�K
: L → K is

not zero.
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Proof. Let R be a finite K-algebra and let K ′ be an extension field of K. Let’s
call R′ = K ′⊗KR. Then, the trace map becomes trR′�K′

= trR�K
⊗ IdK′ . Since

L ⊗K K̄ = K̄n, we can take the first vector of the canonical basis e1. Then
trK̄n

�K̄
(e1) = 1; this implies that trL�K

is not the zero map.

Lemma 5.26. Let A be a finitely generated domain over a field k and let K
be its quotient field. Let L/K be a finite extension and let x be an element of
L. Then there exists an element a ∈ A such that ax ∈ ĀL.

Lemma 5.27. Let A be a finitely generated domain over a field k and call K
its quotient field. Let L/K be a finite separable extension of field and B the
integral closure of A in L. Then, given b ∈ B, trL�K

(b) ∈ A.

Proof. Let n = [L : K]; fixed an algebraic closure K̄, there exist n linearly in-
dependent immersions σ1, . . . , σn : L→ K̄ that fix K. Then trL�K

(b) =
∑
σi(b)

is an element of K because it is fixed by these automorphism and it is integral
over A

Proposition 5.28. Let A be an integral normal noetherian domain, let K be
its fraction field and let L be a finite separable extension ofK. Then the integral
closure of A in L is finite over A.

Proof. By Noether’s Normalization, there exist x1, . . . , xn ∈ A algebraically
independent such that A is finite over k[x1, . . . , xn]. In particular, K is finite
over k(x1, . . . , xn). By the transitivity of integral extension, the normalization
of A in L coincides with the normalization of k[x1, . . . , xn] in L. So we may
assume that A is a polynomial ring and we denote the integral closure of A in
L with B
We consider the bilinear simmetric form on L:

β : L× L −→ K
(x, y) 7−→ trL�K

(xy)

which is non-degenerate. We can choose a basis for L as a K-vector space given
by elements of B; in fact, given x ∈ L, there exists an element a ∈ A such that
ax ∈ B and this keeps the set linearly independent. So let e1, . . . , en be a basis
of L over K of elements of B. The choice of these elements gives us the dual
basis e∗i ∈ L and these elements have the property that β(ei, e

∗
j ) = δij . Given

b ∈ B, we can express it as a linear combination of the element of the dual basis

b =

n∑
i=1

uiei ui ∈ K

Then tr(bej) = uij ∈ A; this means that B ⊆
∑n
i=1Ae

∗
i ⊆ L; since A is

noetherian, B is a submodule of a finite A-module an therefore it is finite over
A.

We are ready for the proof in the general case:
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Proof of the Theorem 5.24. We have already seen the separable case; so we as-
sume that L is not separable over K. Then we can find a subfield E ⊆ L such
that

K

purely
inseparable
⊆ E

separable
⊆ L

Then we can assume that L is purely inseparable over K. Let p = char(K). Let
e1, . . . es ∈ B be a basis of L over K. There exists m ∈ N such that ep

m

i ∈ K
for all i. Since they are integral over A, we have ep

m

i ∈ A = K[x1, . . . , xn]. The
Frobenius map gives an automorphism of L̄ (q = pm)

L̄ −→ L̄
x 7−→ xq

so there exist f1 . . . , fs ∈ A such that ei = fi(x1, . . . , xn)
1
q = gi(x

1
q

1 , . . . x
1
q
n ). Let

K ′ be the subfield of L̄ generated by the coefficient of the gi’s. Then K ′ is finite
over K; let b ∈ B. Then b can be expressed as

b =

n∑
i=1

aiei

The qth power of b is bq =
∑
aqi fi which lies in K ′[x

1
q

1 , . . . , x
1
q
n ]. This implies

that A ⊆ B ⊆ K ′[x
1
q

1 , . . . , x
1
q
n ] and so B is finite over A.

Proposition 5.29. Let X be an integral scheme of finite type over K. Then
the set

{p ∈ X | OX,p is normal}

is open in X.

Proof. Since it is a local property, we may assume that X is affine, so X =
Spec(A). Let K the quotient field of A and let Ā be the integral closure. We
consider the A-module M = Ā/A; we get the equality

{p ∈ X | OX,p is normal} = {p ∈ X |Mp = 0}

Since M is finite, the set {p ∈ X |Mp = 0} is open.

Corollary 5.30. Every reduced scheme of finite type over a field has a dense
open subset of points whose stalk is normal.

Proof. It is enough to apply the proposition to every irreducible component.

5.3 Regularity and Smoothness
Let A be a local noetherian domain and let m be its maximal ideal. We know
that as a corollary of Nakayama’s Lemma, the dimension of m/m2 over the
reisidue field coincides with the minimum number of generators of m. The
Krull’s Principal Ideal Theorem implies then that ht(m) ≤ dim(m/m2).

Definition 5.31. A noetherian local ring is regular if the equality holds.
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It’s not hard to show that every regular ring is a domain; we assume the
following theorem:

Theorem 5.32.

• Any regular local ring is a UFD.

• Any localization of a regular local ring is a regular ring.

As a consequence, we can generalize the definition:

Definition 5.33. A noetherian ring is regular if Ap is regular for all p ∈
Spec(A).

Clearly, we could have required the regularity of the localization for maximal
ideals; it would have been the same. The idea of regularity is equivalent to the
one given in classical algebraic geometry. For example, let R be the localization
of the polynomial ring of n variables at the maximal ideal (x1, . . . , xn). Let A
be the ring

A := R�(f)

where f lies in (x1, . . . , xn) \ {0}. We know that dim(A) = n − 1; let’s call M
the maximal ideal of R and m the maximal ideal of A. Clearly m = M/(f); so
we get the exact sequence

M
·f−→M → m→ 0

Computing the tensor product −⊗R R/M we get

M�M2
·f−→M�M2 → m�m2 → 0

Since this is a sequence of k-vector spaces, looking at dimensions we obtain
that A is regular if and only if f 6∈ M2 if and only if it exists i such that
∂f
∂xi

(0) 6= 0. Let’s generalize this reasoning. Let k be a field and let R be
k[x1, . . . , xn]. Let A be the quotient R/I, where I = (f1, . . . , fm). Let p ∈
Spec(A) a maximal ideal such that A/p = k. So we can write p = M/I,
where M = (x1 − a1, . . . , xn − an) ⊆ Rp is the maximal ideal. We have the
homomorphism

Rm −→ M
(a1, . . . , am) −→

∑
aifi

which give rise to the exact sequence

Rm →M → p

Again, the tensor product by k produces the sequence

kn →M�M2 → m�m2 → 0

The matrix which represents the first map is (∂fj/∂xi)i,j , which is the Jacobian
in a. So the dimension of m/m2 is n− rk(J (a)). Then Ap is regular if and only
if n− rk(J (a)) = dimp(X).
Let’s consider now the affine case. Let X = Spec(A) ⊆ Ank and let p ∈ X(k) be
a rational point. Let X1, . . . , Xr be the irriducible components of X. Clearly, if
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p lies in the intersection of two irreducible components, then Ap is not a domain;
in particular, it can’t be regular. Notice that the set

{p ∈ Xi(k) | OX,p is regular} ⊆ Xi \ (∪j 6=iXj)

so it is an open subset of Xi. If d is the dimension of Xi, we get

{p ∈ Xi | OX,p is regular} = {p ∈ Xi \ (∪j 6=iXj) | rk(Jf (p)) ≥ n− d}

and this is open since is defined by non-vanishing of some minors of the Jacobian
matrix. So the set of regular rational points is open in the set of rational points.

Definition 5.34. A locally noetherian scheme X is regular if OX,p is regular
for all p ∈ X.

We have just proved the following:

Proposition 5.35. LetX be a scheme locally of finite type over an algebraically
closed field K. Let Xl be the set of closed point. Then the set

{p ∈ Xl | OX,p is regular}

is open in Xl.

Theorem 5.36. Let A be a finitely generated K-algebra, where K is an alge-
braically closed field, and let X = Spec(A). Then the set of regular points is
open in X.

Proposition 5.37. Let X be a reduced scheme of finite type over an alge-
braically closed field K. Then X contains a regular point.

However, things are much more difficult if the field is not perfect. Let K be
a non perfect field and let α ∈ K \Kp. Then we know that xp − α ∈ K[x] is
irreducible but the field

K ′ = K[x]�(xp − α) = K( p
√
α)

is purely inseparable over K. Moreover, let X be Spec(K ′); since K ′ is a field,
X = {ξ} and OX,ξ is regular. However, the Jacobian matrix in (0) is the zero
matrix.

More in general, letX be Spec(A), where A = K[x1, . . . , xn]/(f1, . . . , fr) and
let p ∈ X be a closed point. Then the extension k(p)/k is finite (Nullstellensatz);
chosen K̄ an algebraic closure of K, we consider the fibered product

XK̄ := Spec(K̄)×K X = Spec(K̄ ⊗K A)

We notice that
K̄ ⊗K A ' K̄[x1, . . . , xn]�(f1, . . . , fr)

and that the map XK̄ → X is surjective. There are two different ways to see
this:

• The map correspond to the integral extension A → Ā which is surjective
by the Going Up Theorem.
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• Being surjective is stable under base change:

Lemma 5.38. Given a cartesian diagram,

X

X ′ Y ′

Y

ϕ

f ′

f

ψ

if f is surjective then f ′ is surjective.

Proof. Let q′ ∈ Y and let q be its image in Y through ψ. Since f is surjective,
there exists p ∈ X such that f(p) = q. We get the diagram

X

X ′ Y ′

Y

p×q q′

p

q′

q

and since p ×q q′ = Spec(k(p) ⊗k(q) k(q′)) and this is a tensor product over a
field, the fiber of q′ is non-empty by the commutativity of the diagram.

Let p̄ ∈ XK̄ be a closed point that maps to the closed point p. Then
p ∈ XK̄(K̄), because K̄ ⊗K k(p) is a finitely generated K̄-algebra and it is
isomorphic to K̄.

Definition 5.39. Let X be a scheme over K. X is smooth at the closed point
p if XK̄ is regular at the closed point p̄.

Although the definition seems to depend on the choice of p̄, we can show
that it is independent on it. Let A = K[x1, . . . , xn] and X = Spec(A). Let
f = (f1, . . . , fr) ∈ K[x1, . . . , xn] and let Jf = (∂fi/∂xj) be the Jacobian matrix.
Then, evaluating Jf at p, we get a matrix with values in k(p). If p̄ be a closed
point in the fiber, then p̄ is regular in XK̄ if and only if rk(Jf (p)) = rk(Jf (p̄)).
Since rk(Jf (p)) = n − dimpX and A → Ā is an integral extension, we get
dimp(X) = dimp̄ X̄ and so the equality. So we have shown that smoothness
doesn’t depend on the choice of the point.

Theorem 5.40. Let X be a scheme over k of finite type and let p ∈ X be a
closed point.

1. If X is smooth at p then OX,p is regular

2. If OX,p is regular and k(p)/k is separable then X is smooth at p

Corollary 5.41. If k is a perfect field, p is regular if and only if p is smooth.
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Example. Let k be a non-perfect field of characteristic p and let α be an element
of k \ kp. We consider the quotient

k′ = k[x]�(xp − α)

and let ξ be the only point of Spec(k′). Then Spec(k′) is regular at ξ but

Xk̄ = Spec
(
k̄[x]�(xp − α)

)
' Spec

(
k̄[x]�(x− u)p

)
' Spec

(
k̄[x]�(xp)

)
which is not a domain and therefore it can’t be regular.

Summing up, being smooth depends on the field; while regularity is a prop-
erty of the scheme, smoothness is a property of morphisms (X → Spec(k)).

5.4 Flat Morphisms
Proposition 5.42 (Baer’s Criterion). Let A be a ring and M an A-module.
Then M is flat if and only if for all I ideals I ⊗AM →M is injective.

Let A be a domain, let f ∈ A be a non-zero element.

0→ (f)→ A

Computing the tensor product and using the isomorphism (f) ' A, we obtain

M ' (f)⊗AM →M

and so being flat implies being torsion free.

Proposition 5.43. Let A be a principal ideal domain and let M be an A-
module. Then M is flat if and only if it is torsion free.

Proposition 5.44. LetM be a flat A-module and let B be an A-algebra. Then
B ⊗AM is flat over B.

Proposition 5.45. If S ⊆ A is a multiplicative system and M is an S−1A
module, then M is flat over S−1A if and only if M is flat over A.

Proposition 5.46. Let M be an A-module. The following are equivalent:

• M is flat over A

• Mp is flat over Ap for all maximal ideals p

Corollary 5.47. Let A be a Dedekind domain. Then M is flat if and only if it
is torsion free.

Proposition 5.48. Let B be a flat A-algebra and let M be a flat B-module.
Then M is flat over A.

Definition 5.49. Let M be an A-module. M is faithfully flat if, given a ho-
momorphism N ′ → N ,

N ′ ⊗AM → N ⊗AM is injective ⇐⇒ N ′ → N is injective
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Proposition 5.50. Let M be a flat A-module. The following are equivalent:

1. M is faithfully flat

2. If N is an A-module, M ⊗A N = 0, then N = 0

3. For all maximal ideals M, M 6= MM

Proof.

(1)⇒ (2) Given the zero homomorphism N → 0, tensorizing by M we obtain the
homomorphism M ⊗A N → 0 which is injective. Then N = 0.

(2)⇒ (1) Let ϕ : N ′ → N be a homomorphism of ring and assume N ′⊗M → N⊗M
is injective. Ker(ϕ) becomes zero if tensorized forM and then Ker(ϕ) = 0.

(2)⇒ (3) We consider the A-module M/MM . We know it is isomorphic to the
tensor product M ⊗A/M; since A/M 6= 0, we obtain MM 6= M .

(3)⇒ (2) Since M is flat, a submodule N ′ ⊆ N corresponds to the submodule
N ′⊗M ⊆ N ⊗M of the tensor product. So it is enough to prove that for
all the ideals I ⊆ A hold M ⊗A A/I 6= 0. Let I be an ideal and let M be
a maximal ideal containing I. Then the homomorphism

A�I �
A�M

correspond to the homomorphism

M�IM �
M�MM

and M/IM = M ⊗A/I 6= 0.

Proposition 5.51. Let A → B be a flat homomorphism. The following are
equivalent:

1. A→ B is faithfully flat

2. Spec(B)→ Spec(A) is surjective

3. The image of Spec(B) in Spec(A) contains all the maximal ideals of A

Proof. Let ϕ : A → B be a homomorphism of rings and let f : Spec(B) →
Spec(A) be the corresponding morphism of schemes. Given p ∈ Spec(A), we
know that

f−1(p) = Spec(B ⊗A k(p))

is the fiber. If f is surjective, then B⊗ k(p) 6= 0 for all maximal ideals p and so
ϕ is faithfully flat. Viceversa, if ϕ is faithfully flat, the ring B⊗k(p) is non-zero
and so the fiber is non-empty. It is clear that we can check these condition on
maximal ideals.

Proposition 5.52. Let ϕ : A→ B be a ring homomorphism. Then ϕ is flat if
and only if for all q ∈ Spec(B) the map Aqc → Bq is flat.

Proposition 5.53. A flat local homomorphism of local rings is faithfully flat.
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Proposition 5.54. A faithfully flat homomorphism is injective.

Proof. Let Ker(ϕ) ⊆ A. Then we get the homomorphism Ker(ϕ) → 0 and the
induced Ker(ϕ)⊗B → 0. We notice that Ker(ϕ)⊗AB = Ker(B → B⊗AB) = 0,
so Ker(ϕ) = 0

Proposition 5.55. Let 0 → M ′ → M → M ′′ → 0 be an exact sequence
of A-module. Let N be an A-module and assume that M ′′ is flat. Then the
sequence

0→ N ⊗AM → N ⊗AM → N ⊗AM ′′ → 0

is exact.

Proof. It follows from the properties of the derived functor Tor. There’s also a
more elementary proof using the Snake Lemma.

Proposition 5.56. Let M be a finitely generated flat module over a local
noetherian ring. Then M is free.

Proposition 5.57. Let A be a noetherian ring and letM be a finitely generated
A-module. The following are equivalent:

1. M is projective

2. M is flat

3. Mp is free ∀p ∈ Spec(A)

4. Mp is free ∀p ∈ Specm(A)

We can prove the following theorem using the concept of faithfully flat modules.
We recall that given X = Spec(A), the structure sheaf is defined as

OX(U) =
{
s : U → tAp | s(p) ∈ Ap∀p ∈ U and s comes locally from

an element of Af

}
Theorem 5.58. Let A be a commutative ring. Then the map

φ : A −→ Γ(X,OX)
a 7−→ (p 7→ a/1 ∈ Ap)

is an isomorphism.

Proof. Clearly, the map A → Γ(X,OX) is injective: if a/1 = 0 in Ap for all
p, then a = 0. Let’s show surjectivity. Let s ∈ Γ(X,O). Given an open cover
X = ∪Xi, we get an injective homomorphism Γ(X,O) →

∏
Γ(Xi,O); we can

assume that each open set is of the form Xf , f ∈ A, and, by definition of the
sheaf, we can choose the fi’s to be elements such that s comes locally from an
element of one of the Afi . We get the diagram

0 Γ(X,O)
∏

Γ(Xfi ,O)
∏

Γ(Xfifj ,O)

0 A ⊕Afi
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We can continue the sequence and obtain the diagram

0 Γ(X,O)
∏

Γ(Xfi ,O)
∏

Γ(Xfifj ,O)

0 A ⊕Afi ⊕Afifj

By the requirement made on the open cover, is enough to show that the sequence
0 → A →

∑
Afi →

∑
Afifj is exact. Let B =

∏
Afi ; the homomorphism

A→ B is faithfully flat since it is flat and the map on the spectra is surjective.
Moreover, Afi ⊗A Afj = Afifj and so

∏
Afifj = B ⊗A B. The corresponding

map is
ψ : B −→ B ⊗A B

b 7−→ b⊗ 1− 1⊗ b
The thesis follows from the following proposition:

Proposition 5.59. Let ϕ : A → B be a faithfully flat homomorphism. Then
the sequence

0→ A
ϕ−→ B

ψ−→ B ⊗A B

is exact.

Proof. First, assume that there exist ξ : B → A such that ξ ◦ϕ = IdA; then ϕ is
injective. Moreover, let b ∈ B such that b⊗ 1 = 1⊗ b. Then ξ induces the map

ξ ⊗ Id B ⊗A B −→ A⊗A B ' B
b1 ⊗ b2 7−→ ξ(b1)⊗ b2 ' ϕ(ξ(b1))b2

Therefore, we obtain

b⊗ 1 = 1⊗ b⇒ ξ ⊗ Id(b⊗ 1) = ξ ⊗ Id(1⊗ b)⇒ ϕ(ξ(b)) = b

and b ∈ Im(ϕ). we have shown in this way that Im(ϕ) ⊇ Ker(ψ); since the other
inclusion is trivial, we get the equality and the exactness of the sequence.
We now want to show that we can always reduce to this case. Let f : A → A′

be a homomorphism of rings and let B′ be the tensor product A′ ⊗A B. Then

A′ ⊗A (B ⊗A B) ' (A′ ⊗A B)⊗A′ (A′ ⊗A B) ' B′ ⊗A′ B′

This means that, from the homomorphism B → B ⊗A B, we obtain the homo-
morphism

B′ −→ B′ ⊗A′ B′
b′ 7−→ b′ ⊗ 1− 1⊗ b′

by applying the functor A′ ⊗A ·. The consequence of this reasoning is that we
can reduce to the previous case if we can find a faithfully flat map A→ A′ such
that A′ → B′ admits a section. We have an easy choice: A′ = B.

So s ∈ Im(φ) and this concludes the proof.

Definition 5.60. Let f : X → Y be a morphism of schemes. Then f is flat if
for all p ∈ X the map OY,f(p) → OX,p is flat. We say that f is faithfully flat if
it is flat and surjective.
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In the affine case, the definition implies that the corresponding homomor-
phism of rings is flat.

Proposition 5.61. Let f : X → Y be a morphism of schemes. The following
are equivalent:

1. f is flat

2. For every U ⊆ X, V ⊆ Y open affine subsets such that f(U) ⊆ V ,
O(V )→ O(V ) is flat

3. There exist open affine covers X = ∪Ui, Y = ∪Vi such that f(Ui) ⊆ Vi
and O(Vi)→ O(Ui) is flat.

Corollary 5.62. Let f : X → Y be a morphism of finite type. Then f is flat if
and only if for every closed point q ∈ Y and for every closed point p ∈ Xq f is
flat at p.

Proof. We can assume that X,Y are affine and f : X → Y corresponds to a
homomorphism of rings ϕ : A → B. By hypotesis, for every maximal ideal
m ∈ SpecM(A) the localization ϕm : Am → Bm is flat; since being flat is local,
we get the thesis.

Proposition 5.63. Flatness is closed under composition, base change and it is
local on the domain.

Proof. First, we show the statement about composition. Let X f−→ Y
g−→ Z be

flat morphism; then
OZ,gf(p) −→ OY,f(p) −→ OX,p

is a flat homomorphism of ring since the composition of flat homomorphism is
flat.
We now want to deal with the base change.

Y ′

X ′ X

Y

f ′

ψ

ϕ

f

We want to show that if f is flat, so f ′ is. We can assume that X,Y, Y ′ are
affine, so

X = Spec(A) Y = Spec(B) Y ′ = Spec(B′) X ′ = Spec(A⊗A B′)

Since by hypotesis the homomorphism B → A is flat, B′ → A⊗B B′ is flat and
this is true.

Corollary 5.64. Being faithfully flat is stable under base change.

Lemma 5.65. Let A f−→ B
g−→ C be homomorphisms of rings and assume that

g ◦ f is flat and g is faithfully flat. Then f is flat.
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Proof. Let M,M ′ be A-modules and let ϕ : M →M ′ be an injective homomor-
phism. We want to show that ϕ⊗ Id : M ⊗AB →M ′⊗AB is injective. We call
N = Ker(ϕ⊗ Id). Tensoring by C, we get the sequence

0→ N ⊗B C −→M ⊗A C −→M ′ ⊗A C

Since g ◦ f is flat, the second map is injective and therefore N ⊗B C = 0. Since
g is faithfully flat, N = 0 and therefore ϕ is injective, as wished.

Proposition 5.66. Given the cartesian diagram

X

X ′ Y ′

Y

f ′

ϕ

ψ

f

If ψ is faithfully flat and f ′ is flat, then f is flat.

Proof. Let p ∈ Y ′. Since ψ is surjective , there exists q ∈ X such that ψ(q) =
f(p). Then we get the following diagram:

q

p× q p

f(p)

f ′

ϕ

ψ

f

Let x ∈ p× q; considering the stalk, we get

OX,q

OY,f(p) OY ′,p

OX′,x

ψ#

f#

f ′#

ϕ#

Then ϕ# ◦ f# is flat and ϕ# is faithfully flat: this implies that f# is flat, as
desired.

Proposition 5.67. Let f : X → Y be a morphism of integral schemes. If f is
flat then f is dominant.

Proof. Let ξ be the generic point of X. Then

OY,f(ξ) → OX,ξ = K(X)

is flat and local and therefore injective. This implies that OY,f(ξ) is a field and
so f(ξ) is the generic point of Y .
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Proposition 5.68. Let f : X → Y be a flat morphism of schemes and suppose
that X is noetherian and Y irreducible. Then each component of X dominates
Y .

Proof. By deleting the other components, we can assume that X is irreducible.
Let ξ be the generic point.

OY,f(ξ) −→ OX,ξ

The homomorphism is flat and local and therefore injective; furthermore, OX,ξ
is artinian. This implies that mξ is nilpotent and therefore mf(ξ) is nilpotent.
Then dim(OY,f(ξ)) = 0 and so f(ξ) is the generic point.

Proposition 5.69. Let f : X → Y be a morphism of scheme. Suppose X is
noetherian and reduced and Y be regular, irreducible of dimension 1. Then f
is flat if and only if every irreducible component dominates Y .

Proof. We have already proved one implication. So, assume that every irre-
ducible component of X dominates Y and let p ∈ X. Denoting by q ∈ Y the
image of x, we get

ϕ : OY,q −→ OX,p
If q has dimension 0, then OY,q is a field and so the morphism is flat.
If q has dimension 1, then OY,q is a DVR. Call R = OY,q and A = OX,p. It
is enough to prove that A is a torsion free R-module. Let p1, . . . , pr be the
minimal primes of A. Then ϕ−1(pi) = 0 since every irreducible component of
X dominates Y and therefore ϕ is injective. It is enough to show that every
non-zero element of R maps to a non-zero divisor in A. By hypotesis, A is
reduced and the zero divisors are the union of the minimal primes and so A is
flat, since it is torsion free over a PID.

Example. We consider the morphism of schemes induced by

K[x] −→ A = K[x]�(y2, xy)
x 7−→ x

A is not torsion free over k[x] since y 6= 0 and xy = 0 and therefore it isn’t flat.
Example. We consider the normalization morphism induced by

A = K[x, y]�(y2 − x2(x+ 1)) −→ K[t]

x 7−→ t2 − 1
y 7−→ t3 − t

This map is not flat; in fact, let mp = (x, y). The map

Amp −→ K[x]mp

is finite and

f−1(p) = Spec
(
K[t]�(t2 − 1)

)
= Spec(K) t Spec(K)

We now consider N with the lower-semicontinuous topology, so that the sets
(n,∞) are open.
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Proposition 5.70. Let A be a noetherian ring and letM be a finite flat module.
Then the map

Spec(A) −→ N
p 7−→ dimk(p)M ⊗A k(p)

is locally constant.

In order to show this result, we need to do some work:

Proposition 5.71. Let A be a noetherian ring and letM be a finitely generated
A-module. For all p ∈ Spec(A), there exists an open neighbourhood U of p such
that rkq(M) ≤ rkp(M) for all q ∈ U .

Proof. Let n = rkp(M); this means that there exist x1, . . . , xn ∈ M such that
(xi)p, . . . , (xn)p generate Mp as an Ap-module. Let ϕ be the map

ϕ : An −→ M
ei 7−→ xi

and let Q be the cokernel. Since Qp = 0 and Q is finitely generated, there exists
f ∈ A\p such that fQ = 0; therefore Qf = 0. The map Anf →Mf is surjective;
so for all q ∈ Xf A

n
q →Mq is surjective and rkq(M) ≤ n.

Proposition 5.72. Let A be a noetherian ring and letM be a finitely generated
A-module. The following are equivalent:

1. M is flat

2. M is projective

3. Mp is a free Ap-module for all p ∈ Spec(A)

4. There exist f1, . . . , fr ∈ A that generate the unit ideal such that Mfi is a
free Afi module for all i

Proof.

(3)⇒ (4) Let p ∈ X = Spec(A) and assume Mp = Anp and choose x1, . . . , xn ∈ M
such that (x1)p, . . . , (xn)p is a basis forMp (Nakayama’s Lemma). We get
the following exact sequence

0 −→ K −→ An −→ M −→ Q −→ 0
ei 7−→ xi

we know that K,Q are finitely generated and Kp = Qp = 0. This means
that there exists f ∈ A \ p such that Kf = Qf = 0 and so Anf ' Mf .
By the quasi-compactness of the spectrum, we can cover X with finitely
many Xf .

Corollary 5.73. Let A be a noetherian ring and let M be a finitely generated
flat A-module. Then p 7→ rkp(M) is locally constant.

Unfortunately, the converse doesn’t hold. For example, consider the ring
A = K[x]/(x2) an M = K as an A-module. Since it is local of dimension zero,
there is only one prime ideal and so the function is locally constant; however, is
isn’t flat.
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Lemma 5.74. Let A → B be a homomorphism of ring and let q ∈ Spec(B).
Then rkqc(M) = rkq(M ⊗A B).

Proposition 5.75. Let A be a reduced noetherian ring and let M be a finitely
generated A-module. If the map p 7→ rkp(M) is locally constant, M is flat.

Proof. Let p ∈ X = Spec(A). We want to show that Mp is free over Ap. We
can assume that A is local reduced and p is its maximal ideal. Let n = rkp(M);
we get the following exact sequence:

0→ K → An →M → 0

Since A is reduced, the intersection of the minimal primes p1, . . . , pr is zero and
Api are fields, since they are artinian and reduced. For all i, localization give
rise to the exact sequence

0→ Kpi → Anpi →Mpi → 0

and Mpi is free of rank n on Api ; therefore Kpi = 0 for all i. Clearly, for all i
we have an inclusion map

ϕi : A→ Api

and the kernel is contained in pi; in fact, the kernel is the set Ker(ϕi) =
{a ∈ A | ∃s ∈ A \ pi s.t. sa = 0}; since 0 ∈ pi and s 6∈ pi, this implies a ∈ pi. So
the function

A→ Ap1 ⊕Ap2 ⊕ . . . Apn
is injective. In particular, we get a map An → ⊕Anpi ; by restriction,

K ↪→ Kp1 ⊕Kp2 ⊕ · · · ⊕Kpn︸ ︷︷ ︸
=0

and so K = 0.

Proposition 5.76. Let A be a Jacobson noetherian ring and let M be a finite
A-module. If the map

SpecM(A) −→ N
p 7−→ dimk(p)M ⊗ k(p)

is locally constant, then the extension to the prime spectrum is locally constant.

Proof. First of all, we notice that Spec(A) is connected if and only if SpecM(A)
is connected. We can assume that Spec(A) is connected. Let p ∈ SpecM(A)
and let n ∈ N be its image. Then the set S = {q ∈ X | rkq(M) ≤ n− 1} is
closed in X; since SpecM(A) is dense in every closed subset, either S = ∅ or
there exists q ∈ SpecM(A) such that rkqM = n − 1. Since the rank map is
constant on SpecM(A), the second is impossible and therefore S = ∅.

Let f : X → Y be a finite map and suppose that Y is locally noetherian and
that X,Y are affine. Then for all q ∈ Y f−1(q) = Spec(Aq) and Aq is a finitely
generated k(q)-algebra; in particular, Aq = A ⊗B k(q) and in a certain sense
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this counts the number of points in the fiber, counted with multiplicity. For
example, let p ∈ K[t] and consider the homomorphism of rings

K[x] −→ K[t]
x 7−→ p(t)

It induces a morphism f : A1 → A1; in this case, K[t] is free over K[x] and so f
is flat. If q = (x− a) ∈ A1(K)

f−1(q) = SpecK[t]�(p(t)− a)

which has dimension deg(p) overK. Summing up,we have shown that if f : X →
Y is a morphism of schemes, where Y is locally noetherian and f is flat, then
the map q 7→ dimk(q)Aq is locally constant. Viceversa, if X is reduced and the
map is locally constant, f is flat. Note that a normalization is almost never
flat. For example, let Y be the spectrum of K[x, y]/(x3 − y2) and let X be its
normalization. Then f−1(x, y) = Spec(K[t]/(t2, t3)) = Spec(K[t]/(t2)) which
has dimension two over K; however, the other fibers have dimension one.
Another example of a non-flat morphism is the morphism induced by the map

K[u, v] −→ K[x, y]
u 7−→ x
v 7−→ xy

which is a dominant morphism of integral, noetherian, regular schemes. This
can’t be flat since the restriction to the horizontal line is not flat:

f−1
(

Spec
(
K[u, v]�(v)

))
' Spec

(
K[x, y]�(xy)

)
and the map

K[u] −→ K[x, y]�(xy)
u 7−→ x

is not flat (it isn’t torsion free).

Theorem 5.77. Let f : X → Y be a morphism of locally noetherian schemes.
Given p ∈ X, let q = f(p) and let Xq = f−1(q) = Spec(k(q))×Y X be the fiber.
Then

dimOXq,p ≥ dimOX,p − dimOY,q
If f is flat, equality holds.

Let A be OX,q and B be OY,p; then

Of−1(q),p = OY,p ⊗OX,p k(q) ' B�MA

So the proof of the theorem is equivalent to the one of the following lemma

Lemma 5.78. Let f : A → B be a local homomorphism of local noetherian
rings. Then

dim
(
B�MB

)
≥ dim(A)− dim(B)

If f is flat, equality holds.
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Theorem 5.79. Let f : X → Y be a morphism of locally noetherian regular
schemes. If

dimOXq,p ≥ dimOX,p − dimOY,q
for all p ∈ X, then f is flat.

Theorem 5.80. Let f : A → B be a local flat homomorphism of noetherian
local rings.

• If B is regular, then A is regular

• If B is normal, then A is normal

Proposition 5.81. Let f : X → Y be a faithfully flat morphism of locally
noetherian schemes.

• If X is regular, Y is regular

• If X is normal, Y is normal.

Proposition 5.82. Let f : X → Y be a morphism of locally noetherian schemes
and assume

dimOf−1(p),q = dimOX,q − dimOY,p
then f is faithfully flat.

Recall that the map f : Xk̄ → X is always faithfully flat; furthermore, if
p ∈ X is closed, every q ∈ f−1(q) is closed.

Proposition 5.83. Let X → K be a zero dimensional scheme locally of finite
type. Then X has the discrete topology X = tXi and each Xi is the spectrum
of an Artinian local ring Ai.

Proof. Let U = Spec(A) be an open affine subset; then A is 0-dimensional
noetherian K-algebra and therefore U has the discrete topology. Since U is
open, every point is open in X and X has the discrete topology. Therefore
X = tp∈X Spec(OX,p) and this gives the thesis.

Proposition 5.84. LetK ′ be an extension field ofK and assumeX → Spec(K)
is locally of finite type. Then XK′ is smooth over K ′ if and only if X is smooth
over K.

Proof. Let K̄ be the algebraic closure of K in K̄ ′. We get the diagram

Spec(K ′)

Spec(K̄ ′) Spec(K̄)

Spec(K)

XK̄′

XK′

XK̄

X
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and we know that XK′ is smooth if and only if XK̄′ is regular. This implies
that XK̄ is regular by faithfully flatness and this is equivalent to say that X is
smooth.
Viceversa, assume that X is smooth and affine, so X = Spec(A). Since X is
regular, OX,p is a domain for all p ∈ X and therefore X = tXi, where every
Xi is integral. As a consequence, we can reduce to the case of X reduced and
irreducible, so A is a domain of dimension d. Since it is locally of finite type,

A = K[x1, . . . , xn]�(f1, . . . , fr)

and therefore X ⊆ AnK . The Jacobian Criterion gives us the equivalence

X smooth ⇐⇒ ∀p ∈ X closed, rk Jf (p) = n− d

We have to prove that the dimension of every irreducible component of XK′

is d. We call ϕ the projection Xk̄′ → X. By base change, we know that
ϕ−1(p) = Spec(k̄′ ⊗ k(p)). If p is closed, we know that k(p)/k is finite and
therefore ϕ−1(p) is artinian: this implies that all points q ∈ ϕ−1(p) are closed.
So dimOϕ−1(p),q = 0 and since the map is flat we get the equality dimOX,p =
dimOXK′ ,q. We want now to prove that dimOXK′ ,q = d for all p ∈ X closed. K̄ ′
is trascendent over K̄ and so K̄ ′⊗A is a finitely generated domain over K̄ ′ and
therefore every maximal ideal has the same height. This gives the thesis.

Definition 5.85. Let f : X → Y be a morphism of schemes and assume Y is
locally noetherian. We say that f is smooth if f is locally of finite type, flat
and for all q ∈ X, f−1(q) is smooth over k(q).

Proposition 5.86. Being smooth is stable under base change, composition and
it is local on X.

Definition 5.87. A morphism of schemes f : X → Y is ètale if it is smooth of
relative dimension zero (the fibers are zero-dimensional).

For example, let X = Spec(K[t]) and let Y = Spec(K[x]). Let f(t) be a
non constant polynomial and consider the morphism of schemes induced by the
homomorphism

K[x] −→ K[t]
x 7−→ f(t)

This morphism is flat since K[t] is free of rank deg(f) over K[x]. We can see
K[t] as the ring K[x, t]/(x− f(t)); then, given p ∈ Y ,

f−1(p) = Spec
(
K[t, x]�(x− f(t))⊗K[x] k(p)

)
If p is the generic point of X, then k(p) = K(X); so

f−1(p) = Spec
(
K[t, x]�(x− f(t))⊗K[x] K(X)

)
' Spec

(
K(x)[t]�(x− f(t))

)
Since x−f(t) is irreducible, f−1(p) is smooth if and only if (f ′(t), x−f(t)) = (1)
if and only if f ′(t) 6= 0 (we are assuming that char(K) = 0 or char(K) > 0 and f
separable) if and only if k(t)/k(x) is separable. The morphism A1

k \ V (f ′(t))→
A1
K is ètale.
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Theorem 5.88. Let f : X → Y be a locally of finite type morphism and assume
that Y is locally noetherian. The map

X −→ N
p 7−→ dimp(f

−1(f(p)))

is upper semicontinuous.

Proposition 5.89. Let f : X → Y be a morphism of schemes and assume that
X,Y are locally of finite type over k. Suppose that for all closed points q ∈ Y
the fiber Xq = f−1(q) is smooth at its closed points. Then f is smooth.

Proof. We have shown that under these hypotesis the map is flat. Furthermore,
we know that Xq is smooth if (Xq)k̄ is regular at its closed points. Therefore
Xq is smooth for every closed point q ∈ Y . We can assume that X,Y are affine.
So we can consider a homomorphism g : A→ B. Let q ∈ Spec(A). We have to
show that f−1(q) = B ⊗ k(p) is smooth over k(p), or equivalently that

f−1(q)
k(p)

= B ⊗ k(p)⊗ k(p) = B ⊗A k(p)

is regular. By hypotesis, B ⊗ k̄ is regular and k(p)/k̄ is not algebraic; by the
previous proposition, f−1(q) is regular, as wished.

Suppose that K is an algebraically closed field and let X be a scheme locally
of finite type over K. Let p ∈ X(K) be a rational point.

Definition 5.90. The tangent space of X at p is

TpX =

(
mp�m2

p

)
Let f : X → Y be a morphism and let q be the image of p. This induces a

morphism over the cotangent space:

f∗ : mq�m2
q
−→ mp�m2

p

So we get a map between the tangent spaces, the differential:

dp(f) := (f∗)v : TpX −→ TpY

For example, if X = Ank and p = (x1−a1, . . . , xn−an), TpAnk has a basis formed
by (∂/∂xi)(a)

Observation 5.91. In the case of a composite, d(fg)p = dgf(p) ◦ dfp.

Proposition 5.92. Let f : X → Y be a morphism of schemes and let p ∈ X(K).

Let q be the image of p and letXq = f−1(q)
j

⊆ X. Then we get an exact sequence

0→ TpXq −→ TpX
dfp−−→ TpY

Proof. Let A = OY,q, B = OX,p and C = OXq,p = B/mAB. So it is enough to
show that the sequence

mA�m2
A
−→ mB�m2

B
−→ mC�m2

C
→ 0

is exact.
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Let X ⊆ An be a closed subscheme. Then

X = Spec
(
K[x1, . . . , xn]�(f1, . . . , fm)

)
and let p be a rational point of X. We can consider the map φ : An → Am
induced by the homomorphism

K[x1, . . . , xm] −→ K[x1, . . . , xn]
xi 7−→ fi

Then f−1(0) = X and dimTpX = n− rk(dfp) = n− rk(Jf (p)).

Proposition 5.93. Let K be an algebraically closed field and let f : X → Y
be a morphism of schemes over K. Assume that X,Y are regular and for all
p ∈ X consider the map dfp : TpX → Tf(p)Y . Then

• f is smooth if and only if ∀p ∈ X the map dfp is surjective

• f is étale if and only if ∀p ∈ X the map dfp is an isomorphism

Proof. We know that f is flat if and only if for all closed points p ∈ X we have
the equality dimp f

−1(f(p)) = dimpX + dimf(p) Y . Therefore, f is smooth if
and only if the fibers are regular and

dimp f
−1(f(p)) = dimpX + dimf(p) Y

We know that dimTpf
−1(f(p)) ≥ dimp f

−1(f(p)) and we have the equality if
and only if f−1(f(p)) is regular at p; since the field is algebraically closed, this
holds if and only if f−1(f(p)) is smooth at p. Therefore, f is smooth if and only
if

dimTpf
−1(f(p)) = dimpX − dimf(p) Y = dimTpX − dimTpY

and this is equivalent to say that dfp is surjective.
Notice now that a map is etalé if and only if the fibers have dimension zero and
therefore the second statement holds.



Chapter 6

Coherent Sheaves and
Cohomology

6.1 Quasi-Coherent Sheaves
Definition 6.1. Let (X,OX) be a ringed space. A sheaf of OX -modules is a
sheaf of abelian groups F togheter with a structure of OX(U)-module on F (U)
for all U ⊆ X open subsets such that if V ⊆ U is an open set and s ∈ O(U),
f ∈ F (U), we get (fs)|V = f |V s|V .

Example.

1. Given a sheaf OX , every sheaf of ideal is an OX -module.

2. Let X be a topological space, Y a closed subspace and let CX be the
sheaf of continuous functions. For every open set U , we define the ideal
IY (U) = {f ∈ CX | f |U∩Y = 0}; this gives a sheaf of CX -module.

3. Let X be a C∞ manifold. The sheaf ΩiX of i-forms on X is a sheaf of
C∞X -modules.

We notice that if f : (X,OX)→ (Y,OY ) is a morphism of ringed spaces and
F is a sheaf ofOX -modules, f∗F is naturally a sheaf ofOY -modules. We can also
define presheaves of OX -modules and they form a category. Furthermore, they
are an abelian category: in fact, given a morphism of presheaves of OX -module
ϕ : F → G, the kernel, the image and the cokernel have a natural structure of
presheaves of OX -modules. Sheaves of OX -modules define a full subcategory;
moreover, the following holds:

Proposition 6.2. Let F be a presheaf of OX -modules. The sheafification F sh
has a unique structure of sheaf of OX -modules such that F → F sh is OX -linear.
If F → G is an OX -linear morphism and G is a sheaf of OX -modules, then
F sh → G is OX -linear.

As a corollary, the category of OX -modules is abelian.
Let X = Spec(A) be an affine scheme and let M be an A-module. We want to
construct a sheaf M̃ of OX -modules on X. We want this construction to be in

93
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a certain sense natural, so that if M = A we obtain Ã = OX . As in the case of
the structure sheaf on the spectrum of a ring, we consider the presheaf

˜̃M(U) := {s : U → tp∈UMp | s(p) ∈Mp ∀p ∈ U}

We define

M̃ :=
{
s ∈ ˜̃M | ∀p ∈ U ∃f ∈ A,m ∈Mf s.t.

{
Xf ⊆ U
∀q ∈ Xf s(q) = mq ∈Mq

}
This is a subsheaf of ˜̃M(U) of OX -modules.

Proposition 6.3. Let p ∈ X. Then the map

M̃p −→ Mp

[s] 7−→ s(p)

is an isomorphism.

Lemma 6.4. Let f : A → B be a faithfully flat morphism and let M be an
A-module. Then the sequence

M ⊗A A −→M ⊗A B −→M ⊗A B ⊗A B

is exact.

Proposition 6.5. The map

M −→ Γ(X, M̃)
M 7−→ (p 7→ mp)

is an isomorphism.

Operations on OX-modules Let (Fi)i∈I be a collection of OX -modules.
Then the product

∏
Fi is an OX -module. The direct sum

∑
Fi ⊆

∏
Fi is an

OX -submodule. They have the usual universal property.
We can also define the tensor product. Let F,G be sheaves of OX -modules. For
every open set U , we define

(F ⊗OX G)(U) := F (U)⊗OX(U) G(U)

If V ⊆ U , then we have a bilinear map

F (U)×G(U) −→ F (V )×G(V ) −→ F (V )⊗OX(V ) G(V )

By the universal property of the tensor product, we get the restriction map

F (U)⊗OX(U) G(U) −→ F (V )⊗OX(V ) G(V )

This gives a presheaf F ⊗̃OXG; we define the tensor product F ⊗OX G to be its
sheafification.

Proposition 6.6. Let p be a point of X and let F,G be OX -modules. Then

(F ⊗OX G)p = Fp ⊗OX,p Gp
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Proposition 6.7. Let A be a ring and let M be an A-module. If F be a sheaf
of OX = OSpec(A)-modules then there is an isomorphism

HomOX (M̃, F ) −→ HomOX(X)(M,F (X))

Proof. First, we want to show injectivity. Let ϕ : M → F (X) be an OX(X)-
linear map and let p ∈ X. We get the diagram

Mp

M F (X)

Fp

and since the factorization ofM → Fp to Mp → Fp is unique, we get injectivity.
We now want to show surjectivity. Let U ⊆ X be an open subset; we get a
map M̃(U) → F (U). Let s ∈ M̃(U); then s : U → tMp → tFp. We claim
that the image of s is contained in F (U) ⊆ tFp. Since it is a local problem,
we can assume U = Xf and s ∈ Mf . The thesis follows from the commutative
diagram:

Mf

M F (X) F (Xf )

∏
p∈Xf Fp

Definition 6.8. A sheaf of OX -modules is quasi-coherent if it is isomorphic to
one of the form M̃ .

We have the following criterion to determine if a sheaf of OX -modules is
quasi-coherent:

Proposition 6.9. Let F be a sheaf of OX -modules. The following are equiva-
lent:

1. F is quasi-coherent

2. For all f ∈ A, F (X)f → F (Xf ) is an isomorphism

3. For all p ∈ X, F (X)p → Fp is an isomorphism

We have also shown that

Proposition 6.10. Let ϕ : M → N be a homomorphism of A-modules. Then
there exists a unique ϕ̃ : M̃ → Ñ morphism of OX -modules such that the fol-
lowing diagram commutes

M̃(X)

M N

Ñ(X)
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The proposition defines a functor from A-module to OX -modules and it gives
an equivalence between A-modules and quasi-coherent sheaves on X.

Proposition 6.11. The functor is exact: if M ′ → M → M ′′ is exact, then
M̃ ′ → M̃ → M̃ ′′ is exact.

Proof. It is enough to check on the stalks.

Corollary 6.12. Let ϕ : F → G be a morphism of quasi-coherent sheaves on
X. Then Ker(ϕ), Coker(ϕ), Im(ϕ) are quasi-coherent.

Proposition 6.13. Let (Mi)i∈I be A-modules. Then ⊕̃Mi ' ⊕M̃i.

Proof. By sheafification, we get a map ⊕Mi → Γ(X,⊕M̃i). By passing to
stalks, we obtain a map (⊕Mi)p → ⊕(Mi)p which is clearly an isomorphism for
all p.

Corollary 6.14. Direct sums of quasi-coherent sheaves are quasi-coherent.

Proposition 6.15. Let M,N be A-modules. Then M̃ ⊗A N ' M̃ ⊗OX Ñ .

Proof. By definition of the tensor product, we get a mapM⊗N → Γ(X, M̃⊗OX
Ñ). On stalks we obtain a map (M ⊗N)p → (M̃ ⊗OX Ñ)p and they are both
isomorphic to Mp ⊗Ap Np.

Corollary 6.16. Tensor products of quasi-coherent sheaves are quasi-coherent.

Quasi-coherent sheaves are closed under the operations that commutes with
localization. For example, it doesn’t commute with infinite product.

Example. Let X = Spec(k[t]) be the affine line; then the sheaf of OX -modules
ONX =

∏
OX is not quasi-coherent. In fact, if we consider the stalk on 0, we get

ϕ : k[t]N(t) −→ (ONX)0

The map is not surjective: the element(
1

(t− 1)
,

1

(t− 1)2
, . . .

)
6∈ Im(ϕ)

because the powers of the denominators are not bounded (the tensor product
allows only finite sums!).

Notice that we have a bijection between quasi-coherent sheaves of ideals and
ideals in A. Not all sheaves of ideals define a quasi-coherent sheaf:

Example. Let X = A1
k be the affine line an consider the collection of ideals

In = (tn) ⊆ k[t]. Then (∩Ĩj)(U) = ∩(Ij(U)) defines a sheaf of ideals; however
it is not quasi-coherent. Indeed, (∩nĨn)(X) = ∩(tn) = (0), while (∩Ĩn)(Xt) =
O(Xt), since Ĩn(Xt) = O(Xt) for all n.

Proposition 6.17. Let X = Spec(A) be an affine scheme and let U ⊆ X be
an open affine subscheme. Let F be a quasi-coherent sheaf on X. Then F |U is
quasi-coherent.



CHAPTER 6. COHERENT SHEAVES AND COHOMOLOGY 97

Proof. Let B = O(U); the inclusion U → X induces a homomorphism of rings
A → B. Furthermore, we know that for each p ∈ U the map on the stalks
Ap → Bp is an isomorphism. Called M = F (X), we want to show that F |U =

M̃ ⊗A B. We have the composite map

M −→ F (X) −→ F (U)

By extension of scalar, we obtain a homomorphism of B-module

M ⊗A B → F (U)

and our purpose is to show that it is an isomorphism. Localizing at p ∈ U , we
get

(M ⊗A B)p 'Mp F (U)p ' Fp 'Mp

and this concludes the proof.

Proposition 6.18. Let X = Spec(A) be an affine scheme and let F be a sheaf
of OX -modules. Let X = ∪Xi be an open affine cover and assume that F |Xi is
quasi-coherent. Then F is quasi-coherent.

Proof. Since X is quasi-compact, we can assume that the cover is finite. We
can reduce to the case X = X1 ∪ X2 and F |X0

= M̃0, F |X1
= M̃1 are quasi

coherent. Since the restriction of a quasi-coherent sheaf is quasi-coherent and
affine schemes are separated, we can take a module N such that Ñ = F |X0∩X1

.
We get the maps M1 → N and M2 → N . We call M the pullback of these
maps; then M ' F (X) and therefore F = M̃ .

Corollary 6.19. Let X be a scheme and let F be a sheaf of OX -modules. The
following are equivalent:

1. For all U ⊆ X open affine, F |U is quasi-coherent

2. There exists an open affine cover X = ∪Xi such that F |Xi is quasi-
coherent for all i.

Definition 6.20. Let X be a scheme and let F be a sheaf of OX -module. X
is quasi-coherent if it satisfies one of the equivalent condition of the corollary.

Example. Let Y ⊆ X be a closed subscheme; so the map OX
j#−−→ j∗OY is

surjective and we have the sheaf of ideal IY = Ker(j#). Suppose that X is
affine, so X = Spec(A) and Y = Spec(A/I). Then IY = Ĩ. Notice that we are
using the lemma

Lemma 6.21. Let A→ B be a homomorphism of rings and let f be the induced
map on the schemes. Let M be a B-module and let MA be M considered as an
A-module. Then M̃A ' f∗M̃ .

IY is quasi-coherent; this gives a bijection between quasi-coherent sheaves
of ideals and closed subschemes. It is trivial when X is affine; in general, we
consider an open affine cover X = ∪Xi. Then the restriction of the sheaf of
ideals gives a closed subscheme Yi in every Xi. Furthermore, Yi ∩ (Xi ∩Xj) =
Yj ∩ (Xi ∩Xj). This gives a closed subscheme Y ⊆ X such that Y ∩Xi = Yi.
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The graded case Let A be a graded ring A = ⊕∞i=0Ai. We recall that a
graded A-module M is an A-module such that

• M = ⊕i∈ZMi

• AiMj ⊆Mi+j

For example, every homogeneous ideal gives a graded A-module. Given a graded
A-module M and an integer d ∈ Z, we can obtain a new graded module M(d)
by shifting

M(d) = M M(d)i = Mi+d

Similarly to the ring case, we can define the homogeneous localization. Given
S ⊆ A a homogeneous multiplicative system, we can consider (S−1)M ⊆
(S−1M)0; if f ∈ A, then M(f) = ({f i})M .

Example. Let A = R[x0, . . . , xn] a graded R-algebra where deg(xi) = 1 for all
i. Given d ∈ Z, we consider the graded module M = A(d). Then

A(d)(x0) =
{ p

xm0

∣∣∣ p ∈ A homogeneous of degree m+ d
}

is a module over R[x1/x0, . . . , xn/x0]. In this case, we get the isomorphism

A(x0) −→ A(d)(x0)

f 7−→ xd0f

Given a graded A-module M , we can construct a sheaf M̃ on X = Proj(A)
in the same manner as the proj. First, we call

˜̃M(U) := {s : U → tp∈UM(p) | s(p) ∈M(p)}

Then we consider the subsheaf

M̃(U) := {s ∈ ˜̃M(U) | locally s comes from some element of M(f)}

Then M̃ becomes a sheaf of OX -modules; M̃p ' M(p) as an A(p)-module and
M̃ |Xf ' M(f). This implies that M̃ is a quasi-coherent sheaf on Proj(A). We
can define

PnR = Proj(R[x0, . . . , xn]) OPnR(d) = ˜R[x0, . . . , xn](d)

Theorem 6.22. The map Ad → Γ(PnR,O(d)) is an isomorphism, where A =
R[x0, . . . , xn].

Proof. Let X = PnR and let

Ui = (PnR)(xi) = Spec

(
R

[
x0

xi
. . .

xn
xi

])
We know that O(d)|Ui = OUi . The map

A(d) −→ Γ(PnR,O(d)) −→ Γ(U0,O(d))

p(x0, . . . , xn) 7−→ p(x0,...,xn)
1
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is injective and therefore A(d) ⊆ Γ(PnR,O(d)). Let s ∈ Γ(PnR,O(d)). Then the
restrictions

s|Ui =
pi(x0, . . . , xn)

xmi

and we are assuming that the power doesn’t depend on i and deg(pi) = m+ d.
On the intersection Ui ∩ Uj = Spec(A(xixj)) we get

s|Uij =
xmj pi(x0, . . . , xn)

xmi x
m
j

Therefore

xmj pi(x0, . . . , xn)

xmi x
m
j

=
xmi pj(x0, . . . , xn)

xmi x
m
j

⇒ xmi pj(x0, . . . , xn) = xmj pi(x0, . . . , xn)

It follows that pi = xmi qi and pj = xmj qj ; it means that qi = qj for all i, j.

We have shown that, given X = Spec(A) an affine scheme, U = Spec(B)
an open affine subset and M an A-module, the restriction of the quasi coherent
sheaf M̃ at U is still quasi-coherent and M̃ |U = M̃ ⊗A B. Furthermore, if M is
finitely generated as an A-module, M ⊗AB is finitely generated as a B-module.
The other implication is not always true; however

Proposition 6.23. Let X be an affine scheme and let X = ∪Ui be an affine
open cover, where Ui = Spec(Bi). Assume that M ⊗A Bi is finitely generated
over Bi for all i. Then M is finitely generated as an A-module.

Proof. We can assume that the open affine cover is finite since the spectrum is
always quasi-compact. By assumptions, for all i there exists a finite number of
elements of M that generate M ⊗A Bi. So we can find a finite subset S ⊆ M
whose image in M ⊗A Bi generate M ⊗A Bi for all i. Let p ∈ X; then there
exists an index i such that p ∈ Ui. We have the isomorphism

Ap = OX,p = OUi,p = (Bi)p

and it means that the elements of S generateMp as an Ap-module for all p ∈ X.
This means that S generates M .

Proposition 6.24. Let X be a scheme and let F be a quasi-coherent sheaf on
X. The following are equivalent:

1. For every open affine subset U ⊆ X F (U) is finitely generated as an
O(U)-module.

2. There exists an affine open cover X = ∪Ui such that F (Ui) is a finitely
generated O(Ui)-module.

Definition 6.25. A quasi-coherent sheaf F on X is finitely generated if it
satisfies one of the condition of the proposition. F is coherent if it is finitely
generated and X is locally noetherian.

Proposition 6.26. Let X be a locally noetherian scheme.

• Quasi-coherent subsheaves and quotient of a coherent sheaf are coherent.
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• If 0→ F ′ → F → F ′′ → 0 is an exact sequence of quasi-coherent sheaves,
then F is coherent if and only if F ′, F ′′ are coherent.

Corollary 6.27. Coherent modules over a locally noetherian scheme form an
abelian category.

6.2 Cohomology
Let X be a topological space and let 0 → F ′ → F → F ′′ → 0 be an exact
sequence of sheaves on X. We know that 0 → F ′(X) → F (X) → F ′′(X) is
exact; however, the last arrow is often not surjective. We will define abelian
groups Hi(X,F ) for all i ∈ N such that

• Hi(X,F ) = 0 for all i < 0

• H0(X,F ) = F (X)

• given an exact sequence 0→ F ′ → F → F ′′ → 0, we get an exact sequence

0 H0(X,F ′) H0(X,F ) H0(X,F ′′)

H1(X,F ′) H1(X,F ) H1(X,F ′′)

H2(X,F ′) H2(X,F ) H2(X,F ′′)

Hn(X,F ′) Hn(X,F ) Hn(X,F ′′)

• Hi(X,F ) is functorial in F

• The connecting homomorphisms δ are functorial

• For all sheaves F on X, there exists a sheaf G such that F ⊆ G and
Hi(X,G) = 0 for all indexes i

Definition 6.28. A sheaf F on X is flabby if for all U ⊆ X open subsets the
restriction map is surjective

We notice that this implies that all the restriction maps are surjective. In
particular, the restriction of a flabby sheaf to an open subset is still flabby.

Example. Let X a topological space and suppose given an abelian group Ap for
all p ∈ X. We can define a flabby sheaf

U 7−→
{
s : U →

⊔
p∈U

Ap | s(p) ∈ Ap
}

Proposition 6.29. Let 0 → F ′
α−→ F

β−→ F ′′ → 0 be an exact sequence of
sheaves. If F ′ is flabby, the map F (X)→ F ′′(X) is surjective.
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Proof. Let s′′ ∈ F ′′(X) be a global section of F ′′. We consider the set

S = {(U, s) | U ⊆ X open s ∈ F (U) β(s) = s′′|U}

We define a partial order on S by

(U, s) ≤ (V, t) ⇐⇒ (U ⊆ V ) ∧ (s = t|U )

Since S 6= ∅ (the pair (∅, 0) lies in S), if every chain has an upper bound, we
can apply Zorn’s lemma. So let {(Ui, si)} be a chain in S. Then we can take
U = ∪Ui and there exists a unique s ∈ F (U) such that s|Ui = si. So, by Zorn’s
lemma, S has a maximal element (U, s).
By contradiction, assume that U 6= X. Then we can pick an element x0 ∈
X \ U and choose an open neighbourhood V of x0. We can find t ∈ F (V )
such that β(t) = s′′|V . Let u be the difference s|U∩V − t|U∩V ∈ F (U ∩ V ); by
definition, β(u) = 0 and by the exactness of the sequence, there exists a unique
s′ ∈ F ′(U ∩ V ) such that α(s′) = s − t. By the flabbiness of F ′, we can find
s′1 ∈ F ′(V ) such that s′1|U∩V = s′. Then

(t− α(s′1))|U∩V = s|U∩V

and since F is a sheaf there exists a unique s1 ∈ F (U ∪ V ) such that s1|U = s
and s1|V = t − α(s′1). Therefore β(s1) = s|U∪V , contradicting the maximality
of (U, s).

Definition 6.30. Let F be a sheaf on X. We define the Godement sheaf GF
to be

GF (U) := {s : U → tFp | s(p) ∈ Fp ∀p ∈ U} =
∏
p∈U

Fp

The Godement sheaf is flabby and F canonically injects into GF :

F −→ GF
s 7−→ (p→ sp)

Furthermore, given ϕ : F → F ′ a morphism of sheaf, it induces a morphism

GF −→ GF ′

s 7−→ (p 7→ ϕp(s(p)))

We get a commutative diagram

GF

F F ′

GF ′

Proposition 6.31. Let F ′ → F → F ′′ be an exact sequence of sheaves. Then

GF ′ → GF → GF ′′

is exact as a sequence of presheaves.
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We now want to construct the Godement Resolution of a sheaf F . We define
G0F = GF and G1F = G(Coker(F → GF )). We notice that

GF → Coker(F → GF )→ G′F

and therefore the composition gives a map G0F → G′F . In general, we define
for all i ≥ 1

GiF = G(Coker(Gi−2F → Gi−2F ))

and this gives an exact sequence.

F ·F : 0→ G0F → G1F → G2F → . . .

It is exact at all degrees different from zero, where

Ker(G0F → G1F ) ' F

Definition 6.32. Let F be a sheaf and let G·F be its Godement resolution.
We define the cohomology

Hi(X,F ) := Hi(Γ(X,G·F ))

By definition,

H0(X,F ) = Ker(Γ(X,G0F )→ Γ(X,G1F )) ' Γ(X,F ) = F (X)

Given a morphism of sheaves ϕ : F → F ′, we get a morphism of complexes of
sheaves G·F → G·F ′

0

0

F

F ′ GF ′

GF Coker(F → GF )

Coker(F ′ → GF ′) G1F ′

G1F . . .

. . .

As a consequence, we get a homomorphism Γ(X,G·F ) → Γ(X,G·F ′) and so a
map Hi(X,F )→ Hi(X,F ′). This fact gives the functoriality of cohomology.
Let 0→ F ′ → F → F ′′ → 0 be an exact sequence and let

C0
F = Coker(F → G0F ) CiF = Coker(Gi−1F → GiF )

As a consequence of this fact, we get the diagram

0

0

C0
F ′

G0F ′ G0F

C0
F C0

F ′′

G0F ′′ 0

0

0 F ′ F F ′′ 0
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using the Snake Lemma. Therefore we get an exact sequence 0 → G1F ′ →
G1F → G1F ′′ → 0 and so on. The sequence

0→ G·F ′ −→ G·F −→ G·F ′′ → 0

is an exact sequence of complexes of sheaves, exact at each level as a sequence
of presheaves. We get an exact sequence of abelian groups

0→ Γ(X,G·F ′) −→ Γ(X,G·F ) −→ Γ(X,G·F ′′)→ 0

which gives the long exact sequence of cohomology groups.

Lemma 6.33. Let 0→ F ′ → F → F ′′ → 0 be an exact sequence of sheaves. If
F ′, F are flabby, then F ′′ is flabby.

Proof. Let U be an open subset of X. We can consider the diagram

0

0

F ′(U)

F ′(X) F (X)

F (U) F ′′(U)

F ′′(X) 0

0

The Five Lemma implies that F ′′(X)→ F ′′(U) is surjective.

Proposition 6.34. Let F be a flabby sheaf. Then Hi(X,F ) = 0 for all i > 0.

Proof. First of all, we want to show that CiF is flabby for all i. We proceed by
induction. The sequence

0→ F → G0F → C0F → 0

is exact and then C0 is flabby. In general, we consider the sequence

0→ Ci−1F → GiF → CiF → 0

and by inductive hypotesis Ci is flabby. Now, we consider the diagram

Gi−1F GiF Gi+1F

Ci−1
F CiF

0 0 0

Passing to the global sections, we get the diagram

Gi−1F (X) GiF (X) Gi+1(X)F

Ci−1
F (X) CiF (X)

0 0 0
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The sequence is still exact and therefore every cohomology group is zero.

Definition 6.35. Let F be a sheaf. A resolution F ∗ of F is a sequence

· · · → F−1 → F 0 → F 1 → F 2 → · · ·

such that

• F i = 0 for all negative i

• F ∗ is exact in positive degree

• Ker(F 0 → F 1) ' F

We say that a sheaf F on X is acyclic if Hi(X,F ) = 0 for all i > 0.

Example. Let X be a C∞-manifold and let F = RX . There is a famous resolu-
tion, the De Rham Complex. Every term of the complex is the sheaf of i-forms
ΩiX ; Ω∗X is a resolution of RX .

Proposition 6.36. If F ∗ is an acyclic resolution of F , then Hi(X,F ) '
Hi(Γ(X,F ∗)) for all i ≥ 1.

Proof. First of all, we consider the case i = 1. We have the sequence of sheaves

0→ F
f−→ F 0 −→ C0 → 0

where C0 = Coker(f). Passing to the long exact cohomology sequence, we get

0→ H0(F )→ H0(F 0)→ H0(C0)→ H1(F )→ 0

Therefore we have the equality

H1(X,F ) = Coker(H0(F 0)→ H0(C0))

On the other hand,

H1(Γ(X,F i)) = Ker(F 1(X)→ F 2(X))�Im(F 0(X)→ F 1(X)) = C0(X)�F 0(X)

and the thesis follows for i = 1.
We now deal with the general case. The long exact sequence gives

Hi(F 0)→ Hi(C0)→ Hi+1(F )→ Hi+1(F 0)

and therefore Hi(C0) ' Hi+1(F ). We now consider the exact sequence

0→ Ci−1 −→ F i −→ Ci → 0

and the cohomology exact sequence gives Hi−1(Ci) ' Hi(Ci−1). Therefore
Hi(C0) ' H0(Ci) and this is equal to H0(Ci) ' Coker(F i+1 → Ci+1(X)). As
before, this coincides with Hi(Γ(X,F i)) and this gives the thesis.

We will often use the following theorems:

Theorem 6.37 (Grothendieck). If F is a sheaf of abelian groups on X then
Hi(X,F ) = 0 for all i > dimX.

Theorem 6.38. Let X be an affine scheme and let F be a quasi-coherent sheaf
on X. Then Hi(X,F ) = 0 for all i > 0.
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6.3 Čech Cohomology
Let F be a sheaf on a topological space X, let U = ∪i∈IUi be an open cover
and assume that I is totally ordered. As usual, we will use the convention

i0 < i1 < · · · < ip Ui0i1...ip := Ui0 ∩ · · · ∩ Uip

We define
Čp(U , F ) =

∏
i0<i1<···<ip

F (Ui0i1...ip)

We want to define the differential; the first one is the following

δ(f)i0i1i2 = fi1i2 |Ui0i1i2 − fi0i2 |Ui0i1i2 + fi0i1 |Ui0i1i2
In general,

δ(f)i0...ip+1 =

p+1∑
k=0

(−1)kfi0...̂ik...ip+1
|Ui0...ip+1

It’s easy to see that δ2 = 0; in this way we have built a complex Č(U , F ) and
we define the Čech cohomology as

Ȟi(U , F ) := Hi(U , F )

As a first application, we consider the exact sequence 0 → F ′ → F → F ′′ → 0
and let s′′ ∈ F ′′(X). We want to find (if it exists) s ∈ F (X) such that β(s) = s′′.
We can complete the sequence of global sections

F (X)→ F ′′(X)→ H1(X,F )

Let U = {Ui}i∈I be a cover of X such that s′′|Ui = β(si); we call sij = si − sj .
Then β(sij) = 0 in F ′′ and by the exactness of the sequence, sij = α(s′ij), where
s′ij ∈ F ′(Uij). Then, by the definition of the differential,

δ(s′ij) = s′jk − s′ik + s′ij

and applying α we obtain α(δ(s′ij)) = sk − sj − sk + si + sj − si = 0. Since
α is injective, it implies that δ(s′ij) = 0. We want now to show that the class
of s′ij doesn’t depend on the lifting. If ti ∈ F (Ui) is an element such that
β(ti) = s′′|Ui , then ti − si = α(s′i).

α(t′ij) = tj − ti = sj − si + α(s′j − s′i)

and therefore t′ij = s′ij + δ(s′i). The class of s′ij is zero if and only if s′′ lifts.

Example. Let M = S1 be the circle considered as a manifold. We have the De
Rham complex for the sheaf RM

0→ RM → C∞S1 → Ω1
S1 → 0

Taking global section, we get

0→ R→ C∞(S1)→ Ω1(S1)

Consider the open cover S1 = (S1 \ {N}) ∪ (S1 \ {S}). Then H1(U ,RS1) ' R.
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Definition 6.39. A double complex A∗∗ is a Z2-graded abelian group with
differentials

d : Apq → Ap+1,q δ : Apq → Ap,q+1

such that d2 = 0, δ2 = 0, δd = dδ.

Given a double complex A∗∗, we can associate to it a complex in a natural
way. We define

Cn =
⊕
p+q=n

Ap,q

and we define the differential D|Ap,q = d + (−1)pδ. We call this complex
(Tot(A∗∗), D).

Theorem 6.40. Let X be a topological space and let F be a sheaf on X.
Consider an open cover U = {Ui}i∈I and assume that I is totally ordered.
There exists a canonical group homomorphism

Ȟp(U , F )→ Hp(X,F )

Furthermore, if Hp(Ui0...ip .F |Ui0,...,ip ) = 0, it is an isomorphism.

Proof. Let us consider the Godement resolution

0→ G0F
δ−→ G1F

δ−→ G2F
δ−→ . . .

We obtain the double complex Apq = Čq(U , GpF ) with differentials

∂ : Apq −→ Ap+1,q δ : Apq −→ Ap,q+1

Let Kn be the kernel of An,0 δ−→ An,1; this is a subcomplex of Tot∗(A). Sim-
metrically, let Ln be the kernel of A0,n ∂−→ A1,n. Remembering the definition of
the double complex, we get

Kn = Ker(Č0(U , GnF )→ Č1(U , GnF )) = Ȟ0(U , GnF ) = Γ(X,GnF )

and therefore Hn(K∗) = Hn(X,F ). In the same way,

Ln = Ker(Čn(U , G0F )
∂−→ Čn(U , G1F )) = Čn(U , F )

So
Ȟn(U , F )

∼−→ Ln → Hn(Tot∗(A∗∗))← Hn(X,K∗)← Hn(X,F )

Assume the following facts:

1. If F is a flabby sheaf, Ȟn(U , F ) = 0 for all n ≥ 1

2. If Ap∗ is exact for all p in deg > 0, then H∗(K∗) ∼−→ H∗(Tot∗(A∗∗))

Moreover, the second condition implies that if A∗,q is acyclic in degree > 0 for all
q > 0, the map L∗ → T ∗ induces an isomorphism in cohomology. By definition

Apq = Čq(U , GpF ) =
∏

i0<···<iq

GpF (Ui0,...,ip)
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and therefore

Hp(A∗q) =
∏

i0<···<iq

Hp(Ui0<···<iq , F |Ui0<···<iq )

The theorem has an important corollary:

Corollary 6.41. Let F be a quasi-coherent sheaf on a scheme X and assume
that the intersection of every affine open set is affine (for example, X is sepa-
rated). Let U = ∪Ui be a cover by affine open sets. Then

Ȟ(U , F ) ' Hp(X,F )

Example. Let X = P1
R and we consider the sheaf of OX -modules F = OP1(d).

We have the open cover

U0 = (P1
R)x0 U1 = (P1

R)x1

By the previous theorem, Ȟp(U ,O(d)) ' Hp(P1
R,O(d)). Since dim(P1

R) = 1,
Hp(U ,O(d)) = 0 for all i > 1. We know that H0(P1

R,O(d)) ' R so we only
have to compute H1(U ,O(d)), which is by definition the cokernel of the map

ϕ : A(d)(x0) ⊕A(d)(x1) −→ A(d)(x0x1)(p(x)

xm0
,
q(x)

xm1

)
7−→

(xm0 q(x)− xm1 p(x)

xm0 x
m
1

)
where deg(p) = deg(q) = m+d. We notice that the map is surjective if d ≥ −1;
if d = −1, we get

H1(P1
R,O(−2)) ' R

(x0x1)−1 ←→ 1

In general, H1(P1,O(d)) ' R−d−1 for all d < 0.
Another way to see this is the following. We consider the exact sequence

0→ O(−2) −→ O(−1)⊕O(−1) −→ OP1 → 0

We get this exact sequence by considering the homomorphism

A(−1)⊕A(−1) −→ A≥1 −→ 0
(f0, f1) 7−→ x0f0 + x1f1

The kernel is formed by the pairs of polynomials (f0, f1) for which there exists
a ϕ such that

f0 = x1ϕ f1 = −x0ϕ

Considering the homomorphism

A(−2) −→ A(−1)⊕A(−1)
ϕ 7−→ (x1ϕ,−x0ϕ)

we get the desired exact sequence. Considering the cohomology sequence

0→ H0(P1,O) −→ H1(P1,O(−2)) −→ H1(P1,O(−1))⊕H1(P1,O(−1))

since we know that the first and the last term are zero, we get one again
H1(P1,O(−2)) = 0.
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If F is a sheaf of OX -modules, the groups Hp(X,F ) have naturally the
structure of OX(X)-modules. If a ∈ OX(X), we have the map

F −→ F
s 7−→ as

and by functoriality we get a map Hp(X,F )
a−→ Hp(X,F ). Furthermore, if

ϕ : F → G is a homomorphism of sheaves of OX -modules, it induces a homo-
morphism of OX(X)-modules Hp(X,F )→ Hp(X,G).

Theorem 6.42. Let X = PnR be the projective space and let us consider the
quasi-coherent sheaf F = O(d). Then

• H0(X,F ) = 0 if d > 0 and R(d+nn ) otherwise

• Hp(X,F ) = 0 for all p > 0, p 6= n

• There exists a natural isomorphism Hn(X,F ) and H0(X,O(−d− n− 1))

Definition 6.43. Let k be a field and let X be a scheme over k. Given F a
quasi-coherent sheaf on X we define

hi(X,F ) := dimkH
i(X,F )

We define the Euler Characteristic as

χ(F ) =
∑
i≥0

(−1)ihi(X,F )

Theorem 6.44. Let R be a noetherian ring and let X be a proper scheme over
R. Let F be a coherent sheaf on X. Then Hp(X,F ) is finitely generated over
R for all p.

Corollary 6.45. Let X be a proper scheme over k and let F be a coherent
sheaf on X. Then χ(F ) is well defined.

Observation 6.46. Since
(
d+n
n

)
= (−1)n

(−d−1
n

)
, we get

χ(OPnk (d)) =

(
d+ n

n

)
Proposition 6.47. Let us consider the exact sequence

0→ F ′ → F → F ′′ → 0

of coherent sheaves on X and assume that X is proper over k. Then χ(F ) =
χ(F ′) + χ(F ′′).

Proof. Is is enough to consider the long exact cohomology sequence and to
remember that the same results holds for dimension of vector spaces.

Corollary 6.48. Let · · · → Fi−1 → Fi → Fi+1 → . . . be a long exact se-
quence of coherent sheaves on X and assume that Fi 6= 0 for finite i. Then∑

(−1)iχ(Fi) = 0.
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Let F be a homogeneous polynomial of degree d and consider the closed
subscheme

X = Proj
(
k[x0, . . . , xn]�(F )

)
⊆ Pnk

We call these closed subschemes hypersurfaces.

Remark 6.49. Let X
i
⊆ Y be a closed embedding of topological spaces and F a

sheaf on X. If G∗F is the Godement resolution of F , i∗G∗F is the Godement
resolution of i∗F .

Notice that the multiplication for a homogeneous polynomial F induces the
following exact sequence

0→ A(−d)→ A→ A�(F )→ 0

which corresponds to

0→ OPn(−d)→ OPn → OX → 0

Therefore we get the cohomology sequence

0→ H0(OPn(−d))→ H0(OPn)→ H0(OX)→ H1(O(−d))

and so H0(X,OX) = k. In particular, every hypersurface in Pn is connected
for n ≥ 2. Consider now the case of two homogeneous polynomial F,G. We get
the sequence

A(−d)⊕A(−e) −→ A −→ A�(F,G) −→ 0

(ϕ,ψ) 7−→ ϕF + ψG

and the kernel is the set of pair such that ϕ = hG and ψ = −hF . Analogously,
let

C = Proj
(
A�(F )

)
D = Proj

(
A�(G)

)
Then

h0(OC∩D) = 1−
(
−d+ 2

2

)
−
(
−e+ 2

2

)
+

(
−d− e+ 2

2

)

6.4 Pullback of sheaves of OX-modules
Let f : X → Y be a continuous map. We have already seen that, if G is a sheaf
on Y , we can pullback the sheaf to get f−1G which is a sheaf on X.

(f−1G)(U) = {s : U → tGf(p) | s(p)∈Gf(p) and
s comes locally from a section of G}

f−1 gives a functor from sheaves on Y to sheaves on X. We have shown that if
F is a sheaf on X and G is a sheaf on Y , there exists a canonical isomorphism

HomY (G, f∗F ) −→ HomX(f−1G,F )

which is functorial in F and G.



CHAPTER 6. COHERENT SHEAVES AND COHOMOLOGY 110

Observation 6.50. Let G be a sheaf on Y and let G′, G′′ be sheaves on X.
Assume that for all F sheaf on X there exists an isomorphism

HomX(G′, F ) ' HomY (G, f∗F ) ' HomX(G′′, F )

that are functorial in F . Then there exists a unique isomorphism ϕ : G′ → G′′

such that HomX(G′, F ) ' HomX(G′′, F ). In fact, by hypotesis

Hom(G′, G′′) ' Hom(G, f∗G
′′) ' Hom(G′′, G′′)

In the last group, we have a canonical element: the identity. Its inverse image
in Hom(G′, G′′) gives the desired isomorphism.

Let X,Y be locally ringed spaces, let G be a sheaf of OY -modules and let
f : X → Y be a morphism of locally ringed spaces. Then f∗ carries sheaves of
OX into sheaves of OY -modules; the same doesn’t hold for f−1. For example,
let f : X → {pt} and consider the sheaf of locally constant function on the point
(so they are constant).

Definition 6.51. Let X,Y be locally ringed spaces and let G be a sheaf of
OY -modules. We define the pullback

f∗G := f−1G⊗f−1OY OX

which is naturally a sheaf of OX -modules.

First of all, we notice that the construction makes sense: the pullback of the
structure sheaf is the structure sheaf

f∗OX = f−1OY ⊗f−1OY OX ' OX

Furthermore, if F is a sheaf of OX -modules and G is a sheaf of OY -modules,
there exists a canonical isomorphism

HomOY (G, f∗F ) ' HomOX (f−1G,F )

which is functorial in F . If ϕ : G → f∗F is a homomorphism of OY -modules,
the map f−1G→ F is f−1OY -linear. A homomorphism of sheaves G→ f∗F is
OY -linear if and only if f−1G→ F is f−1OY -linear. This characterize uniquely
f∗G as an OX -module.
We now want to consider the stalks. By canonical isomorphisms, we get

(f∗G)p = (f−1G⊗f−1OY OX)

= (f−1G)f(p) ⊗OY,f(p) OX,p
= Gf(p) ⊗OY,f(p) OX,p

f∗ gives a functor from OY -modules to OX -modules, because f−1 gives a func-
tor from OY -modules to f−1OY -modules and ⊗f−1OY OX gives a functor from
f−1OY -modules to OX -modules.

Proposition 6.52. Let X f−→ Y
g−→ Z be morphisms of locally ringed spaces

and let H be a sheaf of OZ-modules. Then there exists a canonical isomorphism

f∗g∗H ' (gf)∗H

which is functorial in H.
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Proof. Let F be a sheaf of OX -modules. Then

HomOX (f∗g∗H,F ) ' HomOY (g∗H, f∗F )

' HomOZ (H, g∗f∗F )

' HomOZ (H, (gf)∗F )

' HomOX ((gf)∗H,F )

Since this doesn’t depend on F , we get (gf)∗H ' g∗f∗H.

Observation 6.53. Let (Y,OY ) be a locally ringed space and let X ⊆ Y be an
open subspace.

j : X −→ Y

If G is a sheaf of OY -modules, since j−1OY = OY |X = OX and j−1G ' G|X ,
then j∗G ' G|X .

Proposition 6.54. Let X = Spec(A), Y = Spec(B) be affine schemes and let
G = Ñ be a quasi-coherent sheaf of OY -modules, where N is a B-module. Let
f : B → A be a ring homomorphism. Then

f∗Ñ ' Ñ ⊗B A

Proof. Clearly, the map

N ' H0(Y, Ñ) −→ H0(X, f∗Ñ)

is B-linear and tensoring by A we get an A-linear map

N ⊗B A −→ H0(X, f∗Ñ)

and therefore a map Ñ ⊗B A → f∗Ñ . We only have to check that it is an
isomorphism on the stalks. Let p ∈ X = Spec(A) and let q = f(p). Then

Nq⊗BqAp ' (N⊗BA)p = Ñ ⊗B Ap −→ (f∗Ñ)p ' Ñp⊗OY,qOX,p = Nq⊗BqAp

and this commutes.

Let f : X → Y be a morphism of schemes and let G be a quasi-coherent sheaf
on Y . We can take affine open covers {Ui}i∈I , {Vi}i∈I of X,Y respectively such
that f(Ui) ⊆ Vi. Let fi : Ui → Vi be the restriction map. Then

f∗G|Ui ' f∗i (G|Vi)

' f∗i (G̃(Vi))

' ˜G(Vi)⊗O(Vi) O(Ui)

This shows that

Proposition 6.55. Let f : X → Y be a morphism of schemes and let G be a
quasi-coherent sheaf on Y . Then f∗G is quasi coherent.
Furthermore, if X,Y are locally noetherian and G is coherent, f∗G is coherent.
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Observation 6.56. Let f : X → Y be a morphism of locally ringed spaces. Then
the functor f∗ is right exact. In fact, the functor f−1 is exact (the stalks are
the same) while the functor ⊗f−1OY OX is right exact. Notice that if f is flat,
it becomes exact (not only right exact).

Example. Let f : X → Y be a morphism of schemes and let Y ′ ⊆ Y be a closed
subscheme, OY ′ = j∗OY . This correspond to the exact sequence

0→ IY −→ OY −→ OY ′ → 0

f∗ gives a closed subscheme X ′ of X

f∗IY −→ OX −→ f∗OY ′ → 0

Let IX′ = Ker(OX −→ f∗OY ′). We claim that X ′ = Y ′ ×Y X. We can see
this on an open affine cover. Let X = Spec(A), Y = Spec(B), Y ′ = Spec(B′) =
Spec(B/I). Then

f∗OY ′ = ˜A⊗B B′ ' Ã�IA
and therefore IX′ = ĨA, which is exactly Y ′ ×Y X.

6.5 Coherent sheaves on Projective Spaces
Lemma 6.57. Let F be a coherent sheaf on X and assume that X is locally
noetherian. Then the support of F

SuppF = {p ∈ X | Fp 6= 0}

is closed.

Proof. Let p ∈ X. Then

Fp = 0 ⇐⇒ Fp�mpFp = 0

and this means that there exists an open neighbourhood of p in X such that
Fq = 0 for all q ∈ U .

Lemma 6.58. Let f : A → B be a local homomorphism of local rings and let
M be a finitely generated A-module. If M ⊗A B = 0 then M = 0.

Proof. Assume M ⊗A B = 0. We notice that B/mB is a vector space over
A/mA. Then

0 = (M ⊗A B)⊗A B�mBB '
M�mAM ⊗A�mA

B�mB

Therefore M/mAM = 0 and by Nakayama M = 0.

Proposition 6.59. Let f : X → Y be a morphism of locally noetherian schemes
and let G be a coherent sheaf on Y . Then

Supp(f∗G) = f−1(Supp(G))
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Proof. Let p ∈ X be a point and let q ∈ Y be its image. Then

(f∗G)p = Gq ⊗OY,q OX,p

If Gq = 0 then (f∗G)p = 0 and therefore Supp(f∗G) ⊆ f−1(Supp(G)). Vicev-
ersa, if (f∗G)p = 0, by the lemma we get Gq = 0.

Let X be a quasi-compact separated scheme over Spec(R) and let R → S
be a homomorphism of rings. We get the cartesian diagram

Spec(S) Spec(R)

Y X
f

where Y = Spec(S)×RX. Let F be a quasi-coherent sheaf on X; we have seen
that f∗F is quasi-coherent on Y . Then Hi(X,F ) is a R-module and Hi(Y, f∗F )
is an S-module.

Proposition 6.60. Let X be a quasi compact separated scheme and assume
that R→ S is flat. Then

Hi(Y, f∗F ) ' Hi(X,F )⊗R S

Proof. Let U = {Ui}ri=1 be an affine open cover; since the scheme is separated,
we know that Hi(X,F ) = Ȟi(U , F ) = Hi(Č∗(U , F )). We notice that the
hypotesis implies that Y is quasi-compact and separated. We define Vi0...ip =

f−1(Ui0...ip). Then we get the equality Hi(X, f∗F ) = Hi(Č∗(V, f∗F )). By
definition

Čp(V, f∗F ) =
⊕

i0<···<ip

H0(Vi0...ip , f
∗F )

Each term of the sum can be written as

f∗F (Vi0...ip) ' F (Ui0...ip)⊗OY (Ui0...ip ) OX(Vi0...ip)

' F (Ui0...ip)⊗OY (Ui0...ip ) OY (Ui0...ip)⊗R S

' F (Ui0...ip)⊗R S

Therefore, Čp(V, f∗F ) = Čp(U , F )⊗R S for all p and since S is flat over R and
therefore keep exactness, we get

Hi(Č∗(V, f∗F )) ' Hi(Č∗(U , F ))⊗R S

Definition 6.61. Let F be a quasi-coherent sheaf on PnR. We define F (d) as
the sheaf

F ⊗PnR O(d)

We say it is the sheaf F shifted by d.
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It follows immediately from the definition that F (d)|Ui ' F |Ui and, if F =

M̃ , then F (d) = ˜M(d). In fact,

M̃(d)|U0

∼−→ M̃ |U0 = F |U0

∼−→ F (d)|U0

and all these morphisms patch togheter.

Theorem 6.62 (Noether’s Theorem or AF + BG Theorem). Let F,G,H ∈
k[x0, x1, x2] be homogeneous polynomials of degree d, e,m respectively and let
C,D,E ⊆ P2

k be the corresponding curves. Assume that C ∩D ⊆ E, or equiv-
alently, IE ⊆ IC + ID. Then there exist A,B homogeneous of degree m − d,
m− e respectively such that H = AF +BG.

Proof. Let R = k[x0, x1, x2]. We have the exact sequence

0→ R(−d− e)
( G
−F)
−−−→ R(−d)⊕R(−e) (F G)−−−−→ R→ R�(F,G)→ 0

Shifting by m, we get

0→ R(m− d− e)→ R(m− d)⊕R(m− e)→ R(m)→ R�(F,G)(m)→ 0

and in terms of sheaves,

0→ OP2(m− d− e)→ OP2(m− d)⊕OP2(m− e)→ OP2(m)→ OC∩D(m)→ 0

Let now H ∈ Ker(H0(O(m))→ H0(OC∩D(m))). We want to show that H lies
in the image of the map H0(O(m− d))⊕H0(O(m− e))→ H0(O(m)) induced
by

Rm−d ⊕Rm−e −→ Rm
(A,B) 7−→ AF +BG

Notice that Ker(O(m) → OC∩D(m)) = IC∩D; we can split the sequence into
two sequences

0→ IC∩D → O(m)→ OC∩D(m)→ 0

0→ O(m− d− e)→ O(m− d)⊕O(m− e)→ IC∩D → 0

Noticing that H1(P2,O(m − d − e)) = 0, we can consider the cohomology se-
quence of the second short exact sequence that we have written

0→ H0(O(m− d− e))→ H0(O(m− d))⊕H0(O(m− e))→ H0(IC∩D)→ 0

and therefore H comes from an element of H0(O(m− d))⊕H0(O(m− e)), as
desired.

Example. Let S ⊆ P2 be a closed subscheme; we want to find a way to know if S
is contained in a hypersurface of some degree d. Denoting k[x0, . . . , xn] by R and
identifing IS(d) as Ker(H0(O(m))→ H0(OS(d))), we have a correspondance

{F ∈ R | S ⊆ Proj(R/(F ))} ←→ F ∈ H0(IS(d))

given by Noether’s theorem.
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Definition 6.63. Let R be a noetherian ring and let F be a coherent sheaf on
PnR. We say that F is generated by global sections if for all p ∈ PnR the map

H0(F )⊗R OPnR,p −→ Fp

is surjective.

Tensoring for OPnR,p/mp, we get an equivalent condition since tensor product
preserves surjectivity:

H0(F )⊗R k(p) −→ Fp�mpFP

Example. O(d) is generated by global sections if and only if d ≥ 0. In particular,
in this case, it is generated by the monomials xd0, . . . , xdn.
Remark 6.64.

• Since O(0) = O, F (0) = F .

• Since O(d)⊗O(e) ' O(d+ e), we get the formula F (d)(e) ' F (d+ e).

Theorem 6.65 (Serre). Let R be a noetherian ring and let F be a coherent
sheaf on PnR.

• F (d) is generated by global sections for all d� 0

• For all d� 0, the cohomology groups Hi(PnR, F (d)) are zero for all i ≥ 1

Example. IfR = k is a field, the Euler characteristic χ(F (d)) is equal to h0(F (d))
for all d� 0.

We now want to establish a bijection between coherent sheaf on the projec-
tive space and a particular class of graded module. Clearly, if M is a finitely
generated graded R-module, M̃ is a quasi-coherent sheaf on PnR. Since M(xi) is
finitely generated over R(xi), it is coherent.
Conversely, let F be a coherent sheaf on PnR and let f ∈ H0(O(d)). For every
d ∈ Z, we get a map

O −→ O(d)
s 7−→ sf

Tensoring with F (e),
F (e) −→ F (e+ d)
s 7−→ sf

Therefore, ⊕H0(F (d)) give rise to a graded ⊕H0(O(d)) = R-module.

Proposition 6.66. ⊕d∈ZH0(F (d)) is a finitely generated R-module.

Proof. Let d ∈ Z be a integer such that F (d) is generated by global section (it
exists by Serre’s theorem) and let p ∈ PnR. We can choose s1, . . . , sN ∈ H0(F (d))
that generate Fp as an OPnR,p-module and find an open neighbourhood U of p
such that s1, . . . sN generate Fq for all q ∈ U . By the quasi-compactness of the
projective space, we can find finitely many of these si that generates F . We call
these sections s1, . . . , sN by abuse of notation. We get a map

ON −→ F (d)

(f1, . . . , fN ) 7−→
∑N
i=1 fisi
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Shifting, we get a map O(−d)N → F ; let K be its kernel. For all e ∈ Z, we get
an exact sequence

0→ K(e) −→ O(e− d)N −→ F (e)→ 0

Taking direct sums

0→ ⊕e∈ZH0(K(e)) −→ RN (−d) −→ ⊕e∈ZH0(F (e)) −→ ⊕e∈ZH1(K(e))

Since R(−d)N and ⊕H1(K(e)) are finitely generated R-modules, ⊕e∈ZH0(F (e))
is finitely generated too, as desired.

Let F be a coherent sheaf on X = PnR and let M = ⊕H0(F (d)). We can
construct a map M̃ → F . In fact, let s/xn0 ∈M(x0), where s ∈ H0(F (m)). Since
1/xn0 ∈ H0(U0,O(−m)), the element s ⊗ 1/xn0 lies in H0(U0, F (m)(−m)) '
H0(U0, F ). This gives a map

M̃ |U0
−→ F |U0

We can do the same for the other affine subsets Ui; they patch togheter giving
a map M̃ → F . These maps are isomorphisms, since they are surjective and

s

xd0
= 0⇒ ∃n ∈ N s.t. xn0 s = 0

Therefore every coherent sheaf F comes from the graded finitely generated mod-
ule M = ⊕H0(F (d)). To check that this correspondance is bijective, we have
only to show that

Proposition 6.67. The map Md → H0(Pn, M̃(d)) is an isomorphism for all
d� 0.

6.6 The Hilbert Polynomial
Definition 6.68. Let A be a noetherian ring and let M be an A-module. We
say that p ∈ Spec(A) is associated with M if there exists m ∈ M such that
AnnA(m) = p, or equivalently there exists an injective map of A-modules

A�p −→M

We call AssA(M) = {p ∈ Spec(A) | p is associated with M}; in the caseM = A,
we just say Ass(A) = AssA(A).

Proposition 6.69. Let A be a noetherian ring and let M be an A-module.

1. If M 6= 0, then AssA(M) 6= ∅.

2. {a ∈ A | ax = 0 for some x ∈M} =
⋃
p∈AssA(M) p ⊆ A.

3. The minimal primes of A lie in Ass(A).

4. If A is reduced, every p ∈ Ass(A) is minimal.

5. If S ⊆ A is a multiplicative set, then AssS−1A(S−1M) is the inverse image
of AssA(M) in Spec(S−1A).
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6. If M is finitely generated, AssA(M) is finite.

Proof.

1. Since A is noetherian, the set {Ann(m) | m ∈M} has a maximal ele-
ment I. We want to show that I = Ann(m) is prime. Let a, b ∈ A
such that ab ∈ I. This means that abm = 0; if bm 6= 0, it means that
Ann(bm) ⊇ Ann(m) = I which is maximal in the set of annihilators.
Therefore Ann(bm) = Ann(m) and therefore am = 0.

2. We call B = {a ∈ A | ax = 0 for some x ∈M}. Clearly, the containment
B ⊇

⋃
p∈AssA(M) p holds. On the other hand, let a ∈ B; then we can

consider the set of the annihilators {Ann(m) | m ∈M a ∈ Ann(m)} and
a maximal element is an associated prime.

3. Let p be a minimal prime ideal; then Ap is an artinian ring and it has a
unique prime ideal, pAp. Therefore, since Ap 6= 0, it is the only associated
prime. Recalling that the annihilators commute with localization, we get
the thesis.

4. It follows from the fact that the zero divisors are exactly the elements that
lies in a minimal prime ideal.

A consequence of the proposition is the following equivalence:

Corollary 6.70. Let A be a noetherian ring and let p ∈ Spec(A). The following
are equivalent:

• p ∈ Ass(A)

• mp ∈ Ass(Ap)

• There exists a ∈ Ap \ {0} such that amp = 0

• dim(Ap) = 0

Definition 6.71. Let A be a local ring. We say that A has depth zero if
m ∈ Ass(A).
Let X be a locally noetherian scheme. We say that p ∈ X is an associated point
if OX,p has depth zero.

Assume that X is noetherian. Then X is the union of its irreducible com-
ponents and dim(OX,p) = 0 if and only if p is a generic point of an irreducible
component.

Corollary 6.72. Let X be a noetherian scheme. Every generic point of the
irreducible component of X is associated. If X is reduced, the converse holds.

Definition 6.73. Let X be a noetherian scheme and let F be a coherent sheaf
on X. p ∈ X is associated with F if mp ∈ AssOX,p Fp.

Proposition 6.74. Let X be a noetherian scheme and let F be a coherent
sheaf on X. Then
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• AssX(F ) is finite

• AssX(F ) ⊆ Supp(F )

• Every generic point of the irreducible component of the support of F lies
in AssA(M).

Proof. By the proposition, it is clear that AssX(F ) is finite, since we can cover
X with a finite number of affine open subset and for each of these, AssUi(F |Ui) is
finite. The second statement follows immediately from definition. We only need
to check the third. We can assume that X = Spec(A), F = M̃ , where M is a
finite A-module. Let p ∈ X be a generic point of an irreducible component of X.
It follows from the proposition that the support SuppAp Fp is the inverse image
of the support of F in Spec(Ap). Since Ap is zero-dimensional by hypotesis,
we only need to check that mp ∈ AssAp Fp ⊆ SuppAp Fp. By the definition of
support Fp 6= 0, hence there exists at least an associated prime.

We want now to introduce an algebraic invariant for coherent sheaves on
projective spaces: the Hilbert polynomial. In particular, we want to show that
given a coherent sheaf X on Pnk , the map

Z −→ Z
t 7−→ χ(F (t))

is a polynomial. To show this, we need to find a hyperplane that doesn’t contain
a finite set of points.
Let now A be the polynomial ring k[x0, . . . , xn] graded in the usual way and let
h ∈ A1 \ {0} be a linear polynomial. We can consider the multiplication for h
as a morphism OPnk (−1)→ OPnk . This give rise to an exact sequence

0→ OPnk (−1) −→ OPnk −→ OH → 0

where H = Proj(A/(h)). The fact that h is linear gives an isomorphism A/H '
K[y0, . . . , yn−1] and therefore H ' Pn−1

k . Consider now a coherent sheaf F on
Pnk : we want to understand how multiplication for h behaves on F . Tensoring
the exact sequence ⊗F , we get

F (−1)
·h−→ F −→ F ⊗OH → 0

Let j : H → Pnk be the closed embedding of H into Pnk . Then

F ⊗OH ' F ⊗ j∗OH ' j∗(j∗F )

Let p ∈ Pnk . We know that shifting doesn’t change the stalks, so O(−1)p '
OPnk ,p and, called hp the image of h in O(−1)p, the multiplication map for hp
F (−1)p ' Fp → Fp is injective if and only if hp doesn’t lie in the union of the
associated primes of Fp over Ap. We have shown the following

Proposition 6.75. Let X = Pnk , F be aa coherent sheaf on X. Let h be a linear
homogeneous polynomial and denote by H the corresponding hyperplane. The
multiplication map ϕh : F (−1)→ F is injective if and only if AssPnk (F )∩H = ∅.

Lemma 6.76. Let k be an infinite field and let S ⊆ Pnk be a finite set. Then
there exists h ∈ A1 \ {0} such that V (h) ∩ S = ∅.
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Proof. Let p ∈ S; then p corresponds to a homogeneous prime such that p 6⊇
(x0, . . . , xn). In particular, p ∩ A1 6= A1. We notice that p ∩ A1 is a k-vector
subspace of A1. Since k is infinite,⋃

p∈S
(p ∩A1) 6= A1

Therefore, it is enough to take h ∈ A1 \ ∪p∈Sp ∩A1.

Lemma 6.77. Let ϕ : A → B be a homomorphism of graded rings of degree
one. ϕ induces a map f : Proj(B)\V+(ϕ(A+)B)→ Proj(A). LetM be a graded
A-module. Then

M̃ ⊗A B|Proj(B)\V+(ϕ(A+)B) ' f∗M̃

Proof. We have already shown that this is true in tha affine case and the maps
glue togheter. Since it is an isomorphism on the stalks, it is an isomorphism.

Theorem 6.78. Let k be an infinite field and let F be a coherent sheaf on Pnk .
The function

Z −→ Z
t 7−→ χ(F (t))

is a polynomial function of degree equal to dim(Supp(F )).

Proof. We proceed by induction on n.
If n = 0, we have Pnk = Spec(K) and since it is zero-dimensional the cohomology
groups Hi(Spec(K), F ) = 0 for all i > 0. Hence χ(F (t)) = h0(F ) is constant.
Assume n > 0. By the lemma, we can choose h ∈ H0(O(1)) \ {0} such that

0→ F (−1) −→ F −→ F |H → 0

is exact. Tensoring for O(t), we get

0→ F (t− 1) −→ F (t) −→ F (t)|H → 0

We know that H ' Pn−1
k and, called j : Pn−1

k → Pnk the corresponding closed
embedding, F (t)|H = j∗F (t) ' j∗F ⊗OH j∗O(t). By lemma 6.77, j∗OPnk (t) '
OPn−1

k
(t) and therefore

F (t)|H ' (F |H)(t)

on H ' Pn−1
k . Then Supp(F |H) = H ∩ Supp(F ) and dim(H ∩ Supp(F )) =

dim(Supp(F ))− 1. By inductive hypotesis, χ(F (t)|H) is a polynomial of degree
dim(SuppF )− 1. The addictivity of the Euler characteristic implies that

χ(F (t))− χ(F (t− 1)) = χ(F (t)|H)

A lemma about this relation concludes the proof.

We want now to obtain the same results over any field. Let k′/k be an
extension of field. By extension of scalars, we get the diagram

Spec(K ′) Spec(K)

Pnk′ Pnk
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By lemma 6.59, dim(Supp(ϕ∗F )) = dim(SuppF ) and ϕ∗OPnk (t) ' OPn
k′

(t) by
lemma 6.77. Then ϕ∗(F (t)) = (ϕ∗F )(t); since k′/k is flat, we can use the
theorem 6.60 and obtain the relation Hi(ϕ∗F (t)) = Hi(F (t))⊗kk′ and therefore
χ(F (t)) = χ((ϕ∗F )(t)). We get the following:

Theorem 6.79. Let k be a field and let F be a coherent sheaf on Pnk . Then

Z −→ Z
t 7−→ χ(F (t))

is a polynomial function of degree dim(Supp(F )).

Summing up, if k is a field and F is a coherent sheaf on X = Pnk , χ(F (t)) is
a polynomial function of degree equal to the dimension of the support of F .

χ(F (t)) =
d

m!
tm + lower order terms

We call d the degree of F . If H ⊆ Pnk is a hyperplane that doesn’t contain any
of the associated points of F , then deg(F |H) = deg(F ).
Let X ⊆ Pnk be a closed subscheme and let F = OX . We say that deg(X) =
deg(OX); if dimX = 0 then degX = h0(X,O). If dimX > 0 and H ⊆ Pnk is
a hyperplane not passing through any associated point of X, then deg(X) =
deg(X ∩H) This gives an inductive definition of the degree of X.

6.7 Locally Free Sheaves
Definition 6.80. Let X be a locally ringed space and let r ≥ 0. A sheaf of
OX -modules L is locally free of rank r if there exists an open cover X = ∪Ui
such that L|Ui ' O⊕rUi . We say that a sheaf is invertible if it is locally free of
rank one.

Example. OPn(d) is invertible on Pnk .
It follows from the definition that a locally free sheaf on a scheme X is always

quasi-coherent and it is coherent if X is locally noetherian. Furthermore, if
f : X → Y is a morphism of locally ringed spaces and F is a locally free sheaf of
rank r on X, f∗F is locally free of rank r since locally pullback corresponds to
tensor product and tensor product preserves freeness. In particular, the pullback
of an invertible sheaf is invertible.

Proposition 6.81. Let L be a coherent sheaf on a locally noetherian scheme
X. Then L is locally free of rank r if and only if Lp ' O⊕rX,p for all p ∈ X.

This follows from the algebraic property

Lemma 6.82. Let A be a noetherian ring and let M be a finite A-module.
Let p ∈ Spec(A) such that Mp ' A⊕rp . Then there exists f ∈ A \ p such that
Mf ' A⊕rf .

Proof. Let x1, . . . xn ∈ M such that {(x1)p, . . . , (xn)p} is a basis for Mp. We
consider the map

ϕ : An −→ M
ei 7−→ xi
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Let K be the kernel of this map. Then Kp = 0 by hypotesis and since K is
finitely generated there exists f ∈ A\p such that fK = 0; therefore ϕ is injective
on Af . The same holds for the cokernel and the thesis follows.

Proposition 6.83. Let X be a reduced noetherian scheme and let F be a
coherent sheaf on X. Assume that

rkp F = dimk(p)
Fp�mpFp = r

for all p ∈ X. Then F is locally free of rank r.

Proof. It suffices to use the propositions 5.75 and 5.72, togheter with the pre-
vious lemma.

We now focus our attention on invertible sheaves. Let L be an invertible
sheaf on a scheme X and let s ∈ H0(X,L). We can evaluate s at every point of
X

s(p) = [sp] ∈ Lp�mpLp ' k(p)

Definition 6.84. We say that s ∈ H0(X,L) never vanishes or vanishes nowhere
if s(p) 6= 0 for all p ∈ X or equivalently sp 6= mpLp.

Every s ∈ H0(X,L) induces a morphism

OX −→ L
f 7−→ fs

which is a homomorphism of sheaf of OX -modules. Conversely, given such a
map, we can identify s ∈ H0(X,L) by looking to the image of 1 in the map
between global sections. This gives a bijection HomOX (OX , L) ' H0(X,L).

Proposition 6.85. The map

OX −→ L
1 7−→ s

is an isomorphism if and only if s is never vanishing.

Proof. A morphism of sheaves is an isomorphism if and only if it is an isomor-
phism on the stalks and this happens if and only if s is never vanishing.

Let L be an invertible sheaf and let s0, . . . , sn ∈ H0(X,L). We say that
they never vanish if for all p ∈ X there exists i such that (si)(p) 6= 0. This is
equivalent to say that the map

On+1
X −→ L

(f0, . . . , fn) 7−→
∑n
i=0 fisi

is injective. For example, if X = Pnk and L = O(d) (d ≥ 0), we can consider the
global sections

(xd0, . . . , x
d
n) ∈ H0(X,O(d))n+1

and these never vanish. We now want to relate this n+ 1-uples to morphism to
Pnk .
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Let X be a scheme over a field k, L be an invertible sheaf on X and let
s0, . . . , sn ∈ H0(X,L). We get an open cover X = ∪ni=0Xsi , where

Xsi = {p ∈ X | si(p) 6= 0}

We can construct in this way a map Xsi −→ Ank induced by the homomorphism

k[x1, . . . , xn] −→ H0(Xsi , L)
xj −→ sj/si

We can glue these map since they coincide on the intersection and therefore we
can define a map (s0, . . . , sn) : X → Pnk .
Observation 6.86. Let L is an invertible sheaf and s0, . . . sn lie in H0(X,L).
Assume that there exist two different isomorphism ϕ : OX → L and ψ : OX → L.
(s0, . . . , sn) corresponds to (f0, . . . , fn) ∈ OX(X)n+1 via ϕ and to (g0, . . . , gn) ∈
O(X)n+1 via ψ. We notice that ϕ−1◦ψ is an automorphism of OX and therefore
it must be an isomorphism at the level of global section. Since an automorphism
in this case is a multiplication for an invertible element, there exists s ∈ OX(X)∗

such that sfi = gi.

An alternative way of constructing maps to PnR is the following. Consider

Gm,R = A1
R \ Spec(R) = Spec(R[t]t)

and the map
A1
R × A

n+1
R −→ An+1

R

(t, x0, . . . , xn) 7−→ (tx0, . . . , txn)

induced by
R[x0, . . . , xn] −→ R[t, x0, . . . , xn]

xi 7−→ txi

We get the restriction

Gm,R × (An+1 \ {0}) 7−→ An+1 \ {0}

which induces the commutative diagrams

An+1 \ {0} Pnk

Gm,R × (An+1 \ {0}) An+1 \ {0}

Definition 6.87. Let L,L′ be invertible sheaves on X. Given s0, . . . , sn,
t0, . . . , tn nowhere vanishing section of L,L′ respectively, we say (L, s0, . . . , sn)
is isomorphic to (L′, t0, . . . , tn) if there exists an isomorphism

ϕ : L −→ L′

si 7−→ ti

If there exists such an isomorphism ϕ, then (s0, . . . , sn) and (t0, . . . , tn) define
the same map X → PnR. This follows from the diagram
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An+1 \ {0} Pn

Gm,R × (An+1 \ {0}) An+1 \ {0}

X

pr

mult

g

(ϕ, g)

f

where f is the map induced by s0, . . . , sn and g is the map induced by t0, . . . , tn.
The diagram commutes and hence the map doesn’t depend on the trivialization.
Notice that if there exists an isomorphism ϕ : L → L′ such that ϕ(si) = ti, it
must be unique by the commutativity of these diagram

L L′

OX
s0 t0

Corollary 6.88. Let X = ∪Ui be an open affine cover of X and assume

(L, s0, . . . , sn)|Ui ' (L′, t0, . . . , tn)|Ui

Then (L, s0, . . . , sn) ' (L′, t0, . . . , tn).

Let f : X → Pnk be a morphism of k-schemes. Then L = f∗OPnk (1) is an
invertible sheaf.

f∗ : H0(O(1)) −→ H0(X,L)
xi 7−→ si

The induced map has the property that Xsi = f−1(Ui).

Theorem 6.89. Let X be a scheme over Spec(R). There exists a bijection
between morphisms of R-schemes X → PnR and isomorphism classes of invertible
sheaves (L, s0, . . . , sn) as above.

Example. Let X = PnR and L = O(d), d > 0. Then H0(PnR,O(d)) is free over(
n+d
n

)
monomials. They generated O(d); the corresponding map

Vd : Pn −→ P(n+d
n )−1

which is called the Veronese embedding, is a closed embedding (it is proper!).

Let X be a scheme over Spec(R) and let L be an invertible sheaf on X.
We have seen that the choice of an n-uple s0, . . . , sn ∈ H0(X,L) induces a
morphism of R-schemes X → PnR. Assume that R = k is a field; then an
element h ∈ A = k[x0, . . . , xn](1) corresponds to the hyperplane

H = Proj
(
A�(h)

)
⊆ Pn−1

k

Definition 6.90. A morphism X → Pnk is non-degenerate if it doesn’t factor
through a hyperplane.
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Proposition 6.91. Let L = f∗O(1) and let si = f∗xi. Then f is non degener-
ate if and only if s0, . . . , sn are linearly independent over k.

Let a = (a0, . . . , an) be an element of kn+1 \ {0}. The point corresponds to
the hyperplane

Ha = Proj
(
A�(a0x0 + · · ·+ anxn)

)
⊆ Pnk

Then f factors through Ha if and only if
∑
aisi = 0 if and only if f∗(

∑
aixi) =

0. It can be seen reducing to the affine case.
Example. Let R be a ring. Consider the product

PmR ×Spec(R) PnR

PnRPmR

pr2pr1

Let L be the sheaf of modules pr∗1OPn(1)⊗ pr∗2OPm(1). We get a map

H0(OPm(1))⊗R H0(OPn(1))→ H0(pr∗1OPm(1))⊗R H0(pr∗2OPn(1))→ H0(L)

The (m+ 1)(n+ 1) sections of Pm × Pn given by xi ⊗ yj are nowhere vanishing
and therefore induce an embedding

Pm × Pn −→ Pmn−n−m

6.7.1 The Picard Group
Let X be a locally ringed space and let L1, L2 be invertible sheaves on X. Then
L1 ⊗OX L2 is invertible and this gives the structure of monoid to the set of
invertible sheaves on X.

Definition 6.92. Let F,G be sheaves of OX -modules. We define the sheaf of
OX -modules

HomOX (F,G)(U) := HomOX (F |U , G|U )

We define the dual sheaf F∨

F∨ = HomOX (F,OX)

For every open subset U , we get a map

F (U)× F∨(U) −→ O(U)
(s, α) 7−→ α(s)

which induces a map
F ⊗OX F∨ −→ O

Remark 6.93. Let X be a scheme and let F,G be quasi-coherent sheaves. Then
HomOX (F,G) is not quasi coherent. For example,

(ONX)∨ ' ONX
which is not quasi-coherent.
If X is locally noetherian and F is coherent, then HomOX (F,OX) is quasi-
coherent.
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Proposition 6.94. Let L be an invertible sheaf on X. Then L∨ is invertible
and the map L⊗OX L∨ → O is an isomorphism.

Proof. Notice that it is a local statement. Let U be an open subscheme such
that L|U ' OU . Then L∨(U) = HomOX (OU ,OU ) ' OU and therefore L∨ is
invertible.

Definition 6.95. The Picard Group Pic(X) is the set of isomorphism classes
of invertible sheaves on X.

[L1] + [L2] = [L1 ⊗ L2] 0 = [OX ] −[L] = [L∨]



Chapter 7

Divisors

7.1 Weil Divisors
Definition 7.1. Let X be an integral, noetherian scheme. We say that X is
regular in codimension 1 if for all p ∈ X such that dimOX,p = 1 the stalk is a
DVR. We denote the set of point of codimension 1 as X(1).

We will consider during this chapter only schemes that are regular in codi-
mension 1.
Example. If dimX = 0, then X(1) = ∅; therefore X is regular in codimension 1.
If X is normal, X is regular in codimension 1. The converse doesn’t hold; we
have the equivalence

X normal ⇐⇒
{
X is regular in codimension 1
∀U ⊆ X OX(U) = ∩p∈U(1)OX,p

Definition 7.2. The group of Weil Divisors is the free abelian group Div(X)
generated by X(1). If D ∈ Div(X) then

D =
∑

p∈X(1)

npp

where the set {p ∈ X(1) | np 6= 0} if finite.

Let p ∈ X(1); then OX,p ⊆ K(X) is a DVR and it corresponds to a discrete
valuation

vp : K(X)∗ −→ Z

Proposition 7.3. Let f ∈ K(X)∗. Then the set

{p ∈ X(1) | vp(f) 6= 0}

is finite.

Proof. Since K(X) is a field, f has an inverse f−1 and there exists a non-
empty open subset U ⊆ X such that f, f−1 ∈ O(U) ⊆ K(X). This means that
f ∈ O(U)∗ and therefore vp(f) = 0 for all p ∈ U (1) ⊆ X(1). The complement
Z = X \ U is a proper closed subset; let p ∈ X(1) ∩ Z. Then its closure is
an irreducible component of Z; by noetherianity, Z has only a finite number of
irreducible components.

126
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As a consequence, we get a map

div : K(X)∗ −→ Div(X)
f 7−→

∑
p∈X(1) vp(f)p

which is a group homomorphism since vp(fg) = vp(g) + vp(f).

Definition 7.4. A Weil Divisor is principal if it lies in the image of the map
div. We define the cokernel of the map div as the class group of X

Cl(X) = Div(X)�Im(div)

If k is a field, since Div(k) = 0, we get Cl(k) = 0.
The same holds if R is a PID, since div is surjective. Given p ∈ R(1), p is
a maximal ideal and so p = (f). Clearly, vp(f) = 1 and vq(f) = 0 for all
q ∈ X(1) \ {p} and therefore div(f) = p.

Proposition 7.5. Let A be a noetherian domain. Then A is a UFD if and only
if all primes of height one are principal.

Proof. One implication is trivial. Then assume that every prime of height one
is principal. Since A is noetherian, every element is a product of irreducible
element. So it is enough to prove that if f ∈ A is irreducible, (f) is prime.
Let p be a minimal prime ideal of (f). Then the height of p is 1 by Krull’s
Hauptidealsatz and therefore p = (g). This means that f = gh since f ∈ p; f is
irreducible and so h ∈ A∗. This means that p = (g) = (f), as desired.

Let A be a noetherian domain regular in codimension one and let K be its
fraction field. Then A is normal if and only if the set

{f ∈ K∗ | vp(f) ≥ 0 ∀p ∈ A(1)}

is contained in A, since this is equivalent to say A = ∩ht(p)=1Ap.

Definition 7.6. We say that a divisor D is effective (and we write D ≥ 0) if
np ≥ 0 for all p ∈ X(1).

Let A be a normal domain and let p ∈ A(1). We notice that in this case p is
principal (in the sense that it is generated by one element) if and only if there
exists f ∈ K∗ such that div(f) = p. In fact, div(f) = p if and only if vp(f) = 1
and vq(f) = 0 for all q ∈ A(1) \ {p}. Since A is normal, this is equivalent to say
that f ∈ p ⊆ A and that if g ∈ p, div(g) ≥ div(f). So gf−1 is effective; A is
normal, therefore gf−1 lies in A and this means that g ∈ (f) and (f) = p

Proposition 7.7. Let X be an integral normal scheme and f ∈ K(X)∗. Then
f ∈ O(X) if and only if div(f) ≥ 0.

Proof. Let f ∈ O(X). Then for every U ⊆ X open affine subset f |U ∈ O(U)
and since the scheme is normal we get div(f) ≥ 0. Viceversa, assume that
div(f) ≥ 0. Then since O(U) is normal for every open affine subset, we get
f ∈ O(U) for all U . Then f ∈ O(X) for the gluing property.

Corollary 7.8. Let A be a normal noetherian domain. Then A is UFD if and
only if Cl(A) = 0.
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Proof. If Cl(A) = 0, every prime p ∈ A(1) lies in the image of div and since
the scheme is normal every prime of height 1 is principal. Therefore A is UFD.
Viceversa, if A is a UFD, every prime of height one is principal and therefore it
lies in the image of the map div.

Corollary 7.9. Let R be a UFD. Then Cl(AnR) = 0.

Let X be an integral scheme and let U be an open non-empty subscheme.
We can define the restriction map

Div(X) −→ Div(U)

p 7−→

{
p p ∈ U
0 p 6∈ U

It is surjective and since K(U) = K(X) and for every f ∈ K(X)∗ holds

divXf |U = divUf

As a consequence, we get the induced map between the class groups Cl(X) →
Cl(U).
We now consider Z = X \ U ; then Z = ∪Zi is the union of its irreducible
components and codimZi X ≥ 1. If the equality holds, we can consider the
generic point zi of Zi. Then zi ∈ Div(X).

Proposition 7.10. In this setting, the kernel of the restriction map is generated
by the classes of the zi’s.

Ker(Cl(X)→ Cl(U)) = 〈[zi]〉codimZi
X=1

Proof. Let z1, . . . , zs be the generic points of the irreducible components of Z.
Then certainly

Ker(Div(X)→ Div(U)) = 〈z1, . . . , zs〉

We want to show that the same holds for the class group. Let α ∈ Cl(X) be an
element such that α|U = 0 in Cl(U). By definition, α = [D], where D ∈ Div(X).
Then there exists f ∈ K(X)∗ = K(U)∗ such that D|U = divUf . Therefore,

(D − divXf)|U = 0

in Div(U) and D − divXf =
∑
nizi. Passing to the class group,

α =
∑

ni[zi]

as desired.

Corollary 7.11. If codimX\U X ≥ 2, then Cl(U) ' Cl(X).

Corollary 7.12. Let k be a field; then Cl(Pnk ) ' Z.

Proof. Let H be the hyperplane

H = Proj
(
k[x0, . . . , xn]�(x0)

)
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Then H is irreducible of codimension 1 and Pnk \H ' Ank ; since Cl(Ank ) = 0, it
holds

Cl(Pnk ) = 〈[H]〉

We want to show that it is torsion free. Assume d[H] = 0. Then dH = div(f)
where f ∈ K(Pnk )∗. We can assume d ≥ 0; therefore f ∈ H0(Pnk ,O) = k since
the scheme is normal. We get f ∈ k∗ and d = vH(f) = 0.

We now want to generalize this corollary. LetX be the scheme Pn1×· · ·×Pnr
and consider the projections

pri : X −→ Pnik

We call Li an hyperplane in the i-th coordinate. Then

Hi = pr−1(Li) ' Pn1 × · · · × Li × · · · × Pnr

Hi is integral over k and codimHi X = 1. Since

X \ (

r⋃
i=1

Hi) =

r⋂
i=1

X \Hi '
r∏
i=1

Anik

we get as before Cl(X) = 〈H1, . . . ,Hr〉.

Proposition 7.13.
Cl(X) = Z[H1]⊕ · · · ⊕ Z[Hr]

Proof. Let a1, . . . , ar ∈ Z be elements such that [
∑
aiHi] = 0. Then there exists

ϕ ∈ K(X) such that
∑
aiHi = div(ϕ). Then vp(ϕ) = 0 for all p ∈ (A

∑
ni

k )(1)

and it means that ϕ ∈ k[x0, . . . , x∑ni ]
∗ = k∗ and therefore div(ϕ) = 0.

7.2 Cartier Divisors
Definition 7.14. Let X be an integral, noetherian, regular in codimension one
scheme, let ξ be its generic point and consider an invertible sheaf L on X. We
call a rational section an element of Lξ.

Notice that if U ⊆ X is open and non-empty, the map

H0(U,L) −→ Lξ
s 7−→ sξ

is injective. We now want to define a valuation: since L is invertible, for all
p ∈ X(1) there exists an open neighbourhood of p such that L|U ' OU and this
gives an isomorphism Lξ

ϕ
' OX,ξ.

Definition 7.15. Let s ∈ Lξ \ {0} and p ∈ X(1). We define

vp(s) := vp(ϕ(s))
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The valuation is well defined. In fact, if we choose a different isomorphism,
they differ from the multiplication for an invertible element and the valuation
of an invertible element is 0. The independence follows from the addictivity of
vp.
In the same way, we can define

div(s) :=
∑

p∈X(1)

vp(s)p

The sum is taken over a finite set of indexes, since we can restrict to an open
cover where L ' OU ; by the quasi-compactness of X, we get that the sum is
finite.
Remark 7.16. If s ∈ H0(X,L) \ {0}, div(s) ≥ 0; if X is normal, the converse
holds.

Definition 7.17. Let (L, s), (L′, s′) be invertible sheaves with rational sections.
We say they are isomorphic is there exists an isomorphism ϕ : L→ L′ such that
ϕξ(s) = s′.
A Cartier Divisor of X is an isomorphism class of pairs (L, s) as above. We
denote this set by CaDiv(X).

We want to give to this set a natural group structure. We can consider the
tensor product of two pairs (L, s), (L′, s′); indeed, (L ⊗OX L′)ξ ' Lξ ⊗OX,ξ L′ξ
and here we have the element s ⊗ s′. Therefore the tensor product is the pair
(L⊗ L′, s⊗ s′). We define the sum as

[L, s] + [L′, s′] = [L⊗ L′, s⊗ s′]

which is associative and commutative. The zero is clearly the element [OX , 1];
we have to find the inverse element. Let [L, s] ∈ CaDiv(X); then (L∨)ξ = (Lξ)

∨

(we are considering the dual as a K(X)-vector space). Given sξ ∈ Lξ, we can
identify canonically an element of s′ξ ∈ L∨ξ . We get the maps

L⊗ L∨ ∼−→ OX Lξ ⊗ L∨ξ −→ K(X)

s⊗ α 7−→ α(s) s⊗ s′ 7−→ 1

Then [L∨, s∨] is the inverse of [L, s].
We easily get the group homomorphism

CaDiv(X) −→ Pic(X)
[L, s] 7−→ [L]

and obiously it is surjective. By definition, the kernel is given by the elements
[L, s] such that L ' OX and s corresponds to some f ∈ K(X) \ {0}. The
homomorphism

K(X)∗ −→ CaDiv(X)
f 7−→ [O, f ]

has the kernel as image but it’s not injective. The kernel is given by the elements
f ∈ K(X) such that [O, f ] = [O, 1]; it happens if and only if there exists an
isomorphism φ : O → O that sends 1 7→ f which is equivalent to say that
f ∈ O(X)∗. We obtain the exact sequence

0→ O(X)∗ −→ K(X)∗ −→ CaDiv(X) −→ Pic(X)→ 0
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We now want to find a relation between Cartier divisors and Weil divisors.
For all p ∈ X(1), we have a trivializing neighbourhood Up which induces an
isomorphism Lξ → OX,ξ. These isomorphisms induces the map div, which is
therefore global on X: We have a map

div : CaDiv(X) −→ Div(X)
[L, s] 7−→ div(s)

It is a homomorphism since div(s⊗ s′) = div(s) +div(s′). It gives rise to a map
between the quotients Cl(X),Pic(X) and we get the commutative diagram

Pic(X) Cl(X)

CaDiv(X) Div(X)

K(X)∗

Under normality hypotesis, we get the injectivity:

Lemma 7.18. Let X be a normal scheme. Then the map div : CaDiv(X) →
Div(X) is injective.

Proof. We have the equivalences:

[L, s] ∈ Ker(div) ⇐⇒ div(s) = 0

⇐⇒ vp(s) = 0 ∀p ∈ X(1)

⇐⇒ s ∈ H0(X,L) never vanishes
⇐⇒ O 3 1→ s ∈ L is an isomorphism

Theorem 7.19. Let X be a normal scheme. Then the map Pic(X) → Cl(X)
is injective.

Proof. It follows from the five lemma applied to the following diagram with
exact rows

0

0

O(X)∗

O(X)∗ K(X)∗

K(X)∗

Div(X)

CaDiv(X)

Cl(X)

Pic(X)

0

0

Example. Let A be the ring

A = C[x, y, z]�(z2 − xy)
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and let X = Spec(A). We know that A is normal and then the map Pic(X)→
Cl(X) is injective.
First, we want to compute Cl(X). Let L be the closed subscheme L = V (y).
Then X \L ' Spec(Ay) = Spec(k[y, z]y); since Cl(Ay) = 0, we get Cl(X) = [L].
We want now to determine the order of L; we claim that 2[L] = 0. Indeed, AL
has z as a uniformizing parameter and vL(y) = 2; it follows that 2[L] = 0. So
either Cl(X) = 0 or Cl(X) = Z/2Z. But Cl(X) = 0 if and only if A is UFD and
this is false since x, y, z are irreducible.
We want now to compute Cl(X): since Pic(X) ↪→ Cl(X), either Pic(X) = 0
or Pic(X) = Z/2Z. We claim that Pic(X) = 0. Assume that there exists an
invertible sheaf M such that M 6' O. Let p = (x, y, z) ∈ Spec(A); there exists
s ∈ Mξ \ {0} such that div(s) = L = V (y). In particular, s ∈ Mp and it
corresponds to an element f in Ap

Mp ' OX,p = A(x,y,z)

s ↔ f

Then div(f) is L plus a sum of components not passing through the origin;
this means that div(f2) = div(y) in a neighbourhood of p. Since A is normal,
f2 = uy where u is a unit in Ap. This can’t happen since these polynomial have
different degree one part and so we get a contradiction. Hence Pic(X) = 0.

We now want to study when the map is surjective.

Definition 7.20. A locally noetherian scheme is locally factorial if OX,p is a
UFD for all p ∈ X.

Clearly, it is enough to check this condition on closed points. We notice that
every regular scheme is factorial while the converse is false. We now want to
prove the following

Theorem 7.21. Let X be a locally factorial scheme. Then Pic(X) ' Cl(X)
and CaDiv(X) ' Div(X).

Since being locally factorial implies being normal, we only need to show
surjectivity. We need to prove that for all p ∈ X(1) there exists a Cartier
Divisor [L, s] such that div(L, s) = p. The closure of p is an irreducible subset
V ⊆ X and we can consider the reduced structure on it. Then V is closed,
integral of codimension 1. We need to discuss a correspondance between these
closed subschemes and invertible sheaves.

Definition 7.22. A Cartier Divisor [L, s] is effective if s ∈ H0(X,L)

Observation 7.23. As in the Weil Divisors case, it implies that div(s) ≥ 0.

Let [L, s] be an effective Cartier Divisor. The map

OX −→ L
f 7−→ fs

is injective and tensoring by ⊗L∨ we get

L∨ −→ O
α 7−→ α(s)
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which is still injective since L∨ is invertible. Therefore, L∨ is a quasi-coherent
sheaf of ideals and we denote by D the corresponding subscheme.
Conversely, let D ⊆ X be a closed subscheme such that ID is an invertible sheaf
and call s : ID → OX the corresponding injection. Tensoring by I∨D, we get in
injection OX → I∨D which identify an element sD ∈ H0(X, I∨D) (the image of 1).
We have shown the following:

Proposition 7.24. There is a bijection between effective Cartier Divisors and
closed subschemes D in X such that ID is invertible.

We call these subsets Cartier Divisors by abuse of notation.
Now we come back to our first issue: the surjectivity of the map CaDiv(X)→
Div(X) under the hypotesis of local factoriality. Let V ⊆ X be a closed integral
subscheme of codimension 1. We know it corresponds to a quasi-coherent sheaf
of ideal IV ⊆ OX ; we claim that IV is invertible. In this case, V would be
an effective Cartier Divisor and it would come from the group CaDiv(X). Let
p ∈ V be a point of V ; then IV,p ( OX,p is a prime ideal of height one. It is
prime because we have the exact sequence

0→ IV,p −→ OX,p −→ OV,p → 0

It is of height one because

(OX,p)IV,p = OX,V

and since the scheme is locally factorial, every prime of height one is principal
and IV,p is principal, hence OX,V is a DVR. This proves that CaDiv(X) →
Div(X) is surjective and therefore, using the five lemma, gives an isomorphism

Pic(X)
∼−→ Cl(X)

We now want to describe the inverse Div(X) → CaDiv(X): this will be useful
when dealing with curves. So, given a divisor D, we want to find a sheaf O(D)
and a rational section s that correspond to D. Let K = K(X) and denote by
KX the locally constant sheaf

KX(U) =

{
K if U 6= ∅
0 if U = ∅

KX is well defined since the scheme is integral and it is quasi-coherent. We
want to find O(D) as a subsheaf of KX . The only tool we can use to define it is
the valuation map. The following observation is crucial for the understanding
of this:
Observation 7.25. Let [L, s] ∈ CaDiv(X) and denote byD the element div(L, s).
For all U open non-empty subset of X, we get the map

H0(U,L) −→ K = KX(U)

t 7−→ tξ
s

which is an injective homomorphism of sheaves L→ KX . Let f ∈ K = KX(U);
we have the equivalences

f =
t

s
for some t ∈ L(U) ⇐⇒ fs ∈ L(U) ⊆ Lξ

⇐⇒ vp(f) + vp(s) ≥ 0 ∀p ∈ U (1)
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Guided by this observation, given a divisor D =
∑
npp, we define the sheaf

O(D) ⊆ KX

O(D)(U) =

{
0 if U = ∅
{f ∈ K | vp(f) ≥ −np ∀p ∈ U (1)}

It is a sheaf of OX -modules; given D = div(L, s) we have to show that L '
O(D). We can check this on an open cover; in this case we have a map

L(U) −→ O(D)(U)
t −→ t/s

which is an isomorphism by the observation. Since X is locally factorial, O(D)
is invertible, O(D)ξ ' K. L is invertible and we have a map

Lξ −→ K
s 7−→ 1

Then the pair (L, s) is isomorphic to (O(D), 1).
We notice that D ≥ 0 if and only if 1 ∈ O(D)(X). In this case, the effective
Cartier divisors correspond to the effective Weil divisors.

Example. Let X = P1
k; since X is locally factorial, Pic(X) ' Cl(X) ' Z.

Let p ∈ X(1) and let d = [k(p) : p]. We can identify p as the kernel of the
valuation map K[t] → k(p), where t = x1/x0, p = (ϕ(t)) and deg(ϕ(t)) = d.
Homogenizing, we get φ ∈ K[x0, x1]d and therefore

p = Proj
(
K[x0, x1]�(φ(x0, x1))

)
This gives rise to the exact sequence

0→ OP1(−d) −→ OP1 → Op → 0

Therefore, O(−d) is the sheaf of ideals of p. By the correspondance, we get
O(p) = O(−d)∨ = O(d).



Chapter 8

Curves

In this chapter, we will deal with curves and we will require some hypotesis:

Definition 8.1. A curve is a proper, integral, regular, 1-dimensional scheme
over a field k.

Under these hypotesis, X(1) coincides with the set of closed points of X and
we have the map

p ∈ X(1) 7−→ deg(p) = [k(p) : k]

This extends to a homomorphism

deg : Div(X) −→ Z∑
npp 7−→

∑
np[k(p) : k]

We want now to prove that the composition deg(div(f)) =
∑
vp(f)[k(p) : k] =

0; we know that this is true in the projective space P1
k, since the degree (as

polynomials) of the numerator and the denominator of a rational function is
the same.

During all this chapter, we will use the following extension property:

Proposition 8.2. Let X be a proper, integral, regular, 1-dimensional schemes
over a field k and let Y be a proper scheme over Spec(k). Let U ⊆ X be an open
subscheme and let f : U → Y be a morphism of k-schemes. Then f extends to
a unique morphism X → Y .

Proof. We notice that X \U = {p1, . . . , pr} is finite. For all these points, OX,pi
is a DVR and K(OX,p) = K(X). By the valuative criterion of properness, we
get the diagram

Spec(OX,pi)

Spec(K(X))

X

U

Spec(k)

Y

We call gi : Spec(OX,pi)→ Y the dashed map. Since the map is of finite type,
for all i we can find an extension gi : Upi → Y , where Upi is an affine open

135
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neighbourhood of pi. Let now W be an affine open neighbourhood of g(pi)
and let U ′ = f−1(W ) ∩ g−1(W ). U ′ is non-empty since it contains ξ and the
homomorphismsOY (W )→ OX(U ′) corresponding to f |U ′ and g|U ′ are identical
because the coincide on K(X) ⊆ OX(U ′). Since W is affine, we get f |U ′ = g|U ′ .
By separatedness, f, g coincide on U ∩ Upi and we can glue togheter all these
morphism.

Geometrically Connected Schemes

Definition 8.3. Let X be a scheme over a field k. We say that X is geometri-
cally connected if Xk̄ is connected

We notice that, since surjectivity is stable under base change, the map Xk̄ →
X is surjective and being geometrically connected implies being connected.

There is a useful criterion:

Proposition 8.4. Let X be a proper smooth scheme over k. Then X is geo-
metrically connected if and only if H0(X,OX) ' k

Proof. Using theorem 6.60, we get H0(Xk̄,O) ' H0(X,OX)⊗k k̄. Therefore it
is enough to show

k ' H0(X,OX) ⇐⇒ H0(Xk̄,O) ' k̄

If H0(X,OX) ' k, we get H0(Xk̄,O) ' k̄ and therefore Xk̄ is connected.
Viceversa, assume Xk̄ is connected. Then the smoothness hypotesis implies that
Xk̄ is integral and H0(Xk̄,O) is a domain. Furthermore, from theorem 6.44, we
get h0(Xk̄,O) is finite; since k̄ is algebraically closed, we getH0(Xk̄,O) = k̄.

Genus

Definition 8.5. Let k be a field and let X be a smooth projective and geomet-
rically connected scheme of dimension 1. We define the genus g(X) as

g(X) = h1(X,OX)

Since h0(X,OX) = 1 and X is one-dimensional, we have the relation g(X) =
1− χ(OX), because of Grothendieck vanishing theorem.

Example. We have already noticed that a smooth curve X ⊆ P2
k is always

geometrically connected. In particular, we have the exact sequence

0→ O(−d) −→ O −→ OX → 0

The addictivity of the Euler characteristic implies

1− g(X) = χ(OX) = 1− (d− 1)(d− 2)

2
⇒ g(X) =

(d− 1)(d− 2)

2

8.1 Degree of a map
Let X,Y be curves and let f : X → Y be a morphism of schemes over k. Then
f is proper by the diagram
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Y

Spec(k)

X

sepproper

In particular, f(X) is closed. Since Y is irreducible, we get f(X) = Y or f is
constant.

Proposition 8.6. Assume that f is constant. Then f(X) is a rational point.

Proof. Certainly, it is a closed point since the map is proper. We call q = f(X);
we have to show that k(q) = k. We notice that f−1(q) = X since X is reduced
and therefore there exists a factorization

X −→ Spec k(q) −→ Y

Taking global section, we get

k −→ k(q) −→ k

Since these are homomorphisms of fields, we get k(q) = k.

Assume now that f(X) = Y . Then f is dominant and it induces a finite
extension of field

K(Y ) −→ K(X)

Definition 8.7. We define deg(f) = [K(X) : K(Y )].

We notice that f is flat (it is dominant so we can apply proposition 5.69).
We now want to show that it has finite fibers. Let p ∈ Y and let U = Spec(A)
be an open affine neighbourhood. We can cover f−1(U) with finitely many
affine open subsets; let V = Spec(B) be one of these. Then f corresponds to
a map ψ : A → B (injective since f is dominant) and the fiber of p correspond
to Spec(B/pB). Since B is a one-dimensional, B/pB is an artinian ring and
therefore Spec(B/pB) is finite, as desired. As a consequence, f is finite by
Chevalley’s theorem. Let V = Spec(B) ⊆ Y be an open affine subset and let
U = f−1(V ) = Spec(A) (a finite map is affine). Since B → A is flat and finite,
we get that A is a projective B-module. In particular, the rank function is
constant. Let q ∈ V be a closed point and η be the generic point; then

rkq(A) = dimk(q)
A�qA rkηA = dimk(Y )K(X) = deg f

Therefore rkqB = deg(f) for all q ∈ V and f−1(q) = Spec(B/qB) is finite over
k.
In particular, let p ∈ X be a closed point and let q = f(p).

f# : OY,q −→ OX,p

Since the scheme is regular and of dimension one, we know that these stalks are
DVR. Called tq the uniformizing parameter of mq, we get

f#(tq) ∈ mp

Definition 8.8. The ramification index ep(f) is the valuation at p of f#(tq)
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Then, from the equality

f−1(q) = Spec

 ∏
p∈f−1(q)

OX,p�(tep(f)
p )



we get

deg f = dimk(q)

∏
p∈f−1(q)

OX,p�tep(f)
p

=
∑

p∈f−1(q)

dimk(q)
OX,p�(tep(f)

p )

=
∑

p∈f−1(q)

dimk(q)

(
OX,p�(tp)

)ep(f)

=
∑

p∈f−1(q)

ep(f) dimk(q)
OX,p�(tp)

Therefore
deg(f) =

∑
p∈f−1(q)

ep(f)[k(p) : k(q)]

In particular, if k = k̄, we get

deg(f) =
∑

p∈f−1(q)

ep(f)

Example. Let f ∈ k[t] \ k and consider the map A1 −→ A1 given by

k[x] −→ k[t]
x 7−→ f(t)

This extends to a map P1
k → P1

k by sending u = 1/t to 1/f(1/y). Let q =
(x− a) ∈ A1

k(k); then

f−1(q) = Spec k[t]�(f(t)− a)

Assume that f(t)− q = ge11 . . . gerr and let pi = (gi). Then

epi(f) = vpi(f(t)− q) = ei

Noticing that
[k(pi) : k] = deg(gi)

we get the formula

deg(f) =

r∑
i=1

ei deg(gi)

If q is not a rational point, we get∑
ep(f)[k(p) : k(q)] = #{points in the fiber counted with multiplicity}
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Let us consider the point at the infinity ∞. Then

k(∞) = k f−1(∞) =∞

Then we obtain that e∞(f) coincides with the degree of f as a polynomial.
We now want to study the pullback of invertible sheaf in this particular

case. So let f : X → Y be a non-constant morphism of k-schemes between
curves. Then we get a map between the Picard Groups:

f∗ : Pic(Y ) −→ Pic(X)
[L] 7−→ [f∗L]

This map lifts to the group of Cartier Divisors. In fact, let ξ ∈ X and η ∈ Y
be the generic points and let L be an invertible sheaf on Y . Since the map is
dominant, f(ξ) = η and this induces a map between the field of rational function
K(Y ) → K(X). We have the isomorphisms Lη ' K(Y ) and f∗Lξ ' K(X)
because L and f∗L are invertible; therefore we obtain an injection ι : Lη → f∗Lξ.
This defines a map

f∗ : CaDiv(Y ) −→ CaDiv(X)
[L, s] 7−→ [f∗L, ι(s)]

It is well defined since the choice of a different isomorphism defines the same
class of isomorphism. Since the hypotesis implies that CaDiv(X) ' Div(X) and
CaDiv(Y ) ' Div(Y ), we get a map (that we still call f∗ by abuse of notation)
f∗ : Div(Y )→ Div(X). We want to study this map.
Let q ∈ Y (1); then q correspond to a Cartier Divisor [L, s] where s has the
property that

vq′(s) =

{
0 q′ 6= q

1 q′ = q

Therefore
[f∗L, f∗s]←→

∑
p∈X

vp(f
∗s)p←→

∑
p∈f−1(q)

ep(f)p

and the map becomes

f∗ : Div(Y ) −→ Div(X)
q 7−→

∑
p∈f−1(q) ep(f)p

Passing to the class group, we get f∗ : Cl(Y )→ Cl(X).
Let now f ∈ K(X)∗. We now that there exists an open subscheme U ⊆ X such
that f ∈ H0(U,O); the ring homomorphism

K[t] −→ H0(U,O)
t 7−→ f

induces a map f : U → A1
k. One possible choice for U is for example

U = {p ∈ X | vp(f) ≥ 0}

This map extends to a map X −→ P1
k by proposition 8.2. We get

div(f) =
∑

p∈X(1)

vp(f)p =
∑

p∈X(1)

vp(f)≥0

vp(f)p−
∑

p∈X(1)

vp(f)≤0

vp

( 1

f

)
p
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Since

vp(f) > 0 ⇐⇒ f(p) = 0 vp(f) < 0 ⇐⇒ f(p) =∞

it holds

f∗(0) =
∑

vp(f)>0

vp(f)p f∗(∞) =
∑

vp(f)<0

vp

( 1

f

)
p

and we get div(f) = f∗(0)− f∗(∞).

Proposition 8.9. f is an isomorphism if and only if deg(f) = 1

Proof. Clearly, if f is an isomorphism, deg(f) = 1. On the other hand, since f
is finite, it is also affine and, given an open affine subset V = Spec(B) ⊆ Y , the
restriction

(SpecA) = f−1(V ) −→ V

is an integral extension. Since deg(f) = 1, K(X) = K(Y ) and B ⊆ A ⊆ K(X)
implies B = A. Since the map is an isomorphism on an affine open cover, it is
an isomorphism.

Definition 8.10. We define the degree map

deg : Div(X) −→ Z
p 7−→ [k(p) : k]

Let now f : X → Y be a morphism of curves. Then

deg f∗(q) =
∑

p∈f−1(q)

ep(f)[k(p) : k]

=
∑

p∈f−1(q)

ep(f)[k(p) : k(q)][k(q) : k]

= deg(q) deg(f)

Therefore, by linearity, the map f∗ : Div(Y ) −→ Div(X) gives the formula

deg(f∗D) = deg(f) deg(D)

Corollary 8.11. deg(div(f)) = 0

Proof. Let f ∈ K(X) \K. Then we know that div(f) = f∗(0)− f∗(∞). Com-
puting the degree, we get

deg(div(f)) = deg(f∗(0))− deg(f∗(∞)) = deg(f)(deg(0)− deg(∞)) = 0

As a consequence, the map

deg : Cl(X) −→ Z

is well-defined. Notice that if k = k̄ or X(k) 6= ∅ the map deg : Cl(X) → Z is
surjective. Infact, given p ∈ X(k), deg(p) = 1 and and since deg : Div(X)→ Z
is a homomorphism the map is surjective. Hence the map deg : Cl(X) → Z is
surjective.
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Example. Let X ' P1
k; we know that Pic(P1

k) = Z[O(1)]. Let 0 be the point
corresponding to the origin in U0 = Spec(K[xi/x0]). Then

deg[O(1)] = deg[0] = 1

Therefore deg in this case is an isomorphism.

Proposition 8.12. Let X be a curve and assume X 6' P1
k. Let p, q ∈ X(k) be

two distinct rational point. Then [p− q] 6= 0 in Cl(X).

Proof. By contradiction, assume p− q = div(f), where f ∈ k(X) \ k. Then we
consider the associated map f : X → P1

k; we know that

p− q = f∗(0)− f∗(∞)

Since f∗(0), f∗(∞) ≥ 0 and f∗(0)∩f∗(∞) = ∅, we get f∗(0) = p and f∗(∞) = q.
Therefore deg(f) = deg f∗(0) = deg(p) = 1 and f is an isomorphism, which is
absurd.

Corollary 8.13. If k = k̄, deg : Cl(X)→ Z is injective if and only if X ' P1
k.

8.1.1 Base Change
Let K ′/K be a field extension and let X be a curve on K. Then XK′ =
X ×Spec(K′) Spec(K) defines a smooth projective and geometrically connected
scheme and therefore a curve on K ′. It is geometrically connected since

K ′ = K ′ ⊗k H0(X,O) = H0(XK′ ,O)

We notice that the projection map π : XK′ → X gives a map between the Picard
Groups π∗ : Pic(X) → Pic(XK′) which induces a map π∗ : Cl(X) → Cl(XK′).
Let p ∈ X(1); we consider π−1(p) ⊆ XK′ . Notice that p is a closed point and
π−1(p) = Spec(K ′ ⊗K K(p)). Since p is an effective Cartier Divisor, π−1(p) is
an effective Cartier Divisor.

[p] ∈ Cl(X)←→ [OX(p)] = [I∨p ] ∈ Pic(X)

Remark 8.14. If f : X ′ → X is a flat map and Y ⊆ X is a closed subscheme, we
have the sequence

0→ IY → OX → OY → 0

Applying π∗ and using flatness, we get

0→ π∗IY → OX′ → Oπ−1(Y ) → 0

and therefore Iπ−1(Y ) = π∗IY

Since π is flat, we get Iπ−1(p) = π∗Ip and π∗O(p) ' Oπ−1(p); in particular
π∗[p] = [π−1(p)]. Let tp be the uniformizing parameter of OX,p and let π−1(p) =
{q1, . . . , qr}. Then Iπ−1(p),qi = π∗tpOXK′ ,qi ; if we set ei = vqi(tp), we get

deg(π∗(p)) =
∑

ei[k(qi) : k]

= dimK′

∏
i

OXK′ ,qi�(Iπ−1(p),qi)

= dimK′ K
′ ⊗K K(p)

= dimK K(p)

= deg p

We have shown the following:
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Proposition 8.15. π∗ : Cl(X)→ Cl(XK′) preserves degree.

Lemma 8.16. Let L be an invertible sheaf on X. Assume that H0(X,L) 6= 0
and H0(X,L∨) 6= 0. Then L ' OX .

Proof. Let s ∈ H0(X,L) and t ∈ H0(X,L∨). Then

D = div(s) ≥ 0 E = div(t) ≥ 0

We get D + E ∼ 0 and

deg(D)︸ ︷︷ ︸
≥0

+ deg(E)︸ ︷︷ ︸
≥0

= 0 =⇒ D = E = 0

Therefore [L] = 0 ∈ Pic(X).

Proposition 8.17. π∗ : Cl(X)→ Cl(XK′) is injective.

Proof. Assume that L is an invertible sheaf on X such that π∗(L) ' OXK′ .
Then

K ′ ⊗k H0(X,L) = H0(XK′ , π
∗L) = K ′

Therefore H0(X,L) = k. In the same way, H0(X,L∨) = k and therefore
L ' O.

Example. Let X ⊆ P2
K be a smooth conic. If X(k) 6= ∅, then X ' P1

k. In fact,
assume p = [1, 0, 0] ∈ X(k) and consider the map

P2
k \ {p} −→ P1

k

[x, y, z] −→ [y, z]

This induces an isomorphism X ' P1
k. Assume now that X(k) = ∅ and let

L ⊆ P2
k be a line. By Bezout’s Theorem, L ∩X is an effective Cartier Divisor

of degree 2 and therefore

Im(deg(Cl(X))) ⊇ 2Z

Notice that deg : Cl(XK̄) → Z is injective since XK̄(K̄) 6= ∅ and therefore by
composition the map Cl(X) → Z is injective. Notice that Cl(X) → Z is an
isomorphism if and only if there exists p ∈ X(1) such that [k(p) : k] is odd. This
can’t happen by the following theorem:

Theorem 8.18 (Springer). Let k be a field of characteristic char(k) 6= 2. Let
q ∈ k[x0, . . . , xn] be a non-degenerate quadratic form and let k′/k be a finite
extension of odd degree. If q has a zero in (k′)n \ {0} then it has a zero in
kn \ {0}.

Therefore, [k(p) : k] must be even for all p ∈ X(1) and therefore Cl(X) ' 2Z.
In general,

Im(Cl(X)→ Z) = gcd{[[k(p) : k] | p ∈ X(1)}Z
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8.2 Differentials
Let X be a differentiable manifold and let C∞X be the sheaf of C∞-function and
Ω1
X be the sheaf of 1-forms, which is a C∞X -modules. The map

d : C∞X −→ Ω1
X

f 7−→ df

is a homomorphism of sheaves but not a homomorphism of C∞X -modules. Fur-
thermore, it satisfies the Leibniz rule, it is R-linear and the differential of a
constant is zero. We want now to adapt this idea in the case of rings:

Definition 8.19. Let A be a commutative ring and let M be an A-module.
A derivation on A is a homomorphism of groups d : A → D such that for all
f, g ∈ A

d(fg) = gD(f) + fD(g)

It follows immediately from the definition that D(1) = 0. In fact,

D(1) = D(1 · 1) = D(1) +D(1)

Definition 8.20. Let ϕ : R→ A be a ring homomorphism. An R-derivation is
a derivation D : A→M which is R-linear too.

The following equivalence holds:

Proposition 8.21. D : A→M is a R-derivation if and only if D(ϕ(r)) = 0 for
all r ∈ R.

Proof. Assume first that D is a R-derivation. Then

D(ϕ(r)) = ϕ(r)D(1) = 0

Viceversa, if D(ϕ(r)) = 0, for all a ∈ A we get

D(ϕ(r)a) = ϕ(r)D(a) + aD(ϕ(r)) = ϕ(r)D(a)

Let now M be an A-module. We want to give to A ⊕ M an A-algebra
structure. We define the operations as

(a,m) + (a′,m′) = (a+ a′,m+m′) (a,m)(a′,m′) = (aa′, am′ + a′m)

Then A⊕M becomes a commutative ring and we get the projection map pr : A⊕
M → A which is a homomorphism of A-algebras. We want now to show that
there exists a correspondance between the section of this projection that are
group homomorphisms and the derivations D : A→M .
Let D : A→ D be a derivation. This induces the section

SD : A −→ A⊕M
a 7−→ (a,D(a))

Viceversa, let S : A → A ⊕ M be a section. Then restricting to the second
component, we get a derivation. The details follow from this lemma:
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Lemma 8.22. D is a derivation if and only if SD is a ring homomorphism.

Proof. Assume first that D is a derivation. Then

SD(aa′) = SD(aa′, D(aa′)) SD(a+ a′) = (a+ a′, D(a+ a′))

= (aa′, a′D(a) + aD(a′)) = (a+ a′, D(a) +D(a′))

= (a,D(a))(a′, D(a′)) = (a,D(a)) + (a′, D(a′))

= SD(a)SD(a′) = SD(a) + SD(a′)

and therefore SD is a homomorphism of rings. Viceversa, if S : A → A ⊕M is
a ring homomorphism,

S(aa′) = (aa′, D(aa′))

S(a)S(a′) = (a,D(a))(a′, D(a′)) = (aa′, aD(a′) + a′D(a))

and therefore D(aa′) = aD(a′) + a′D(a).

Notice that if R → A is a ring homomorphism, the same fact holds for the
R-derivation; so there exists a bijection

D : A→M R-derivation ↔ SD : A→ A⊕M morphism of R-algebras

Proposition 8.23. Let A = R[x0, . . . , xn] and let M be an A-module. Then
for all m1, . . . ,mn ∈M there exists a unique R-derivation D : A→M such that
D(xi) = mi

Proof. It is enough to choose

D(f) =
∂f

∂x1
m1 + . . .+

∂f

∂xn
mn

These certainly defines a derivation with the desired property. We have to
show that it is unique. Let F be a derivation such that F (xi) = mi. We
have to show the it coincides with D on all the monomials; the R-linearity
implies the uniqueness. Notice that the request and the Leibniz rule imply that
F (xhi ) = xh−1

i mi. Using this fact, we get

F (xe11 . . . xenn ) = xe11 F (xe22 . . . xenn ) + xe1−1
1 xe22 . . . xenn m1

=

n∑
i=1

x1 . . . x
ei−1
i x

ei+1

i+1 . . . x
en
n mi

and therefore such as derivation is unique.

Notice that the set of the R-derivation Der(A,M) has a natural structure
of A-module. Indeed,

(D1 +D2)(a) = D1(a) +D2(A) (aD)(f) = aD(f)

Furthermore, it is a Lie algebra:

[D1, D2] = D1D2 −D2D1

The common rules hold: if a ∈ A∗ then D( 1
a ) = −D(a)

a2 and

D
(a
b

)
=
bD(a)− aD(b)

b2
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Definition 8.24. The module of Kahler differential ΩA/R is an A-module with
a R-derivation d : A → ΩA/R such that for all D ∈ Der(A,M) there exists a
unique homomorphism of A-modules ϕ such that the following commutes

M

ΩA/R

A

ϕd

D

The universal property gives the homomorphism of A-modules

HomA(ΩA/R,M) −→ DerR(A,M)
ϕ 7−→ ϕ ◦ d

Remark 8.25. Let A,B be R-algebras and let f1, f2 : A→ B be homomorphisms
of R-algebras. Let J ⊆ B an ideal such that J2 = 0 and assume that, called
π : B → B/J the projection, π ◦ f1 = π ◦ f2. Then D = f1 − f2 is a derivation
D : A→ J , as follows:

D(ab) = f1(ab)− f2(ab)

= f1(a)f1(b)− f2(a)f2(b)

= f1(a)f1(b)− f1(a)f2(b) + f1(a)f2(b)− f2(a)f2(b)

= f1(a)(f1(b)− f2(b)) + f2(b)(f1(a)− f2(a))

= f1(a)D(b) + f2(b)D(a)

Theorem 8.26. ΩA/R exists and it is unique up to a unique isomorphism.

Proof. Consider the map

µ : A⊗R A −→ A
a⊗ b 7−→ ab

This map is surjective and we call Ker(µ) = J . We define ΩA/R = J/J2, which
is an ideal of A⊗A/J2 with the structure given by the embedding on the first
factor

A −→ A⊗A
a 7−→ a⊗ 1

Furthermore, the elements a⊗ 1− 1⊗ a ∈ J . We can define

d : A −→ J�J2

a 7−→ a⊗ 1− 1⊗ a

We have to show that d is a derivation. Called

f1 : A −→ A⊗A�J2 f2 : A −→ A⊗A�J2

a 7−→ a⊗ 1 a 7−→ 1⊗ a

it holds d = f1 − f2 and since they are the same map (mod J), using the
remark we get that d is a derivation on J/J2. Notice that the set {d(f) | f ∈ A}
generates ΩA/R. Given

∑
ai ⊗ bi ∈ J = Ker(µ), it immediately follows that∑

aibi = 0.∑
ai(bi ⊗ 1) = 0⇒

∑
ai ⊗ bi =

∑
ai(1⊗ bi − bi ⊗ 1) =

∑
aidbi
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We now have to verify that ΩA/R satisfy the universal property. Let D : A→M
be a derivation. There is a unique R-linear map ϕA⊗A→M such that

a⊗ b 7−→ aD(b)

and by our structure on A ⊗ A it is A-linear too. We consider ϕ restricted to
J ; this factor through J2 and so it defines a map ψ : ΩA/R →M . So

ψ(f(a)) = ψ(1⊗ a− a⊗ 1) = D(a)− aD(1) = D(a)

Uniqueness follows from the fact that ψ is uniquely determined on a set of
generators (d(a), a ∈ A).

Corollary 8.27. If we call A = R[x1, . . . , xn], the module

ΩA/R = 〈dx1, . . . , dxn〉

is free of rank n.

Let f : A → B a homomorphism of R-algebras. We have three different
modules:

ΩA/R ΩB/R ΩB/A

Let dB/A : B → ΩB/A be the canonical derivation. Then d is an R-derivation
and therefore we can factor it through ΩB/R. So we get a map

ϕ : ΩB/R −→ ΩB/A
dB/R(b) 7−→ dB/A(b)

which is surjective since dB/A = ϕ ◦dB/R and so ϕ contains in the image all the
elements dB/A(a), which generates ΩB/A.

Observation 8.28. Let D : B → M be a derivation and let ϕ : A → B be a
homomorphism of rings. Then ϕ induces a structure of A-module on M and
the composite D ◦ ϕ is a derivation with this structure:

D ◦ ϕ(ab)) = D(ϕ(a)ϕ(b)) = ϕ(a)D(ϕ(b)) + ϕ(b)D(ϕ(a))

Let dB/R : B → ΩB/R be the canonical derivation. By the observation,
dB/R ◦ f : A → ΩB/R is an R-derivation on A and therefore it factors through
ΩA/R, giving a map

ψ̃ : ΩA/R −→ ΩB/R
dA/R(a) 7−→ dB/R(f(a))

ΩB/R

B

ΩA/R

A

ϕ

f
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Since ΩB/R is also a B-module, we get a map

ψ B ⊗A ΩA/R −→ ΩB/R
b⊗ dA/R(a) 7−→ bdB/R(f(a))

Theorem 8.29. Let B be an algebra over a ring A. The sequence

B ⊗A ΩA/R
ψ−→ ΩB/R

ϕ−→ ΩB/A → 0

is exact.

Proof. We have already shown that ϕ is surjective, therefore we only have to
check it is exact in the middle. The composition

ϕ ◦ ψ(b⊗ dA/R(a)) = ϕ(bdB/R(f(a))) = bdB/A(f(a)) = 0

is zero and therefore Im(ψ) ⊆ Ker(ψ). We have to show that Ker(ψ) ⊆ Im(ψ).
Let Q = Coker(ψ) and we call ϕ̃ : Q→ ΩB/A. The composite

δ : B
dB/R−−−→ dΩB/R −→ Q

is an A-derivation and we get the diagram

B ΩB/R Q

ΩB/A

dB/R

ϕ
ϕ̃

ψ

δ

This implies the thesis.

Consider the case B = A/I. Then ΩB/A = 0 and we get the sequence

B ⊗A ΩA/R ' ΩA/R�IΩA/R
→ ΩB/R → 0

We have the composite

I −→ A −→ ΩA/R −→ ΩA/R�IΩA/R
f 7−→ [df ]

Notice that if f ∈ I and a ∈ A, we get

[d(af)] = [adf + fda] = [adf ] = a[df ]

and therefore the map
I −→ ΩA/R�IΩA/R

is A-linear and I2 is contained in the kernel. Thus we can factor the map
through I/I2.
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Theorem 8.30. Let A be a R-algebra, I ⊆ A an ideal and let B = A/I. The
sequence

I�I2 −→ ΩA/R ⊗A B −→ ΩB/R → 0

is exact.

We want to use this sequence to give a smoothness criterion.
Let A = k[x1, . . . , xr] and let B = A/I, where I = (f1, . . . , fs). We know that
ΩA/k is a free A-module on dx1, . . . , dxr and

B ⊗A ΩA/k = ΩA/k�IΩA/k

is a free B-module with basis [dx1], . . . , [dxr]. Since I/I2 is generated by
[f1], . . . , [fs], we get

[fi] 7−→ dfi =

r∑
j=1

∂f

∂xj
dxj ∈ B ⊗A ΩA/k

Therefore
ΩB/k = (B ⊗A ΩA/k)�(df1, . . . , dfr)

Let p ∈ Spec(B) ⊆ Spec(A) be a rational point, p = (xi − ai).

ΩA/k ⊗ k(p) ' k(p)r

is free on dx1, . . . , dxr. So we get the sequence

I�I2 ⊗ k(p) −→ k(p)r −→ ΩB/k ⊗ k(p)→ 0

Notice that
dimk(p) ΩB/k = r − rkJf (a) = dimk

mp�m2
p

and
mp�m2

p
−→ ΩB/k ⊗ k(p) −→ Ωk(p)/k︸ ︷︷ ︸

=0

→ 0

and therefore
mp�m2

p
' ΩB/k ⊗ k(p)

Example. In the case k = C and

B = C[x, y, z]�(x2 + y2 + z2)

we get
ΩB/C = Bdx⊕Bdy ⊕Bdz�(xdx+ ydy + zdz)

If p = (x− a, y − b, z − c) ∈ X(C), we get

dimC ΩB/C ⊗ C(p) =

{
2 (a, b, c) 6= 0

3 otherwise



CHAPTER 8. CURVES 149

Corollary 8.31. Let A be a finitely generated k = k̄ algebra and assume that
A has pure dimension d. Then ΩA/k is projective of rank d if and only if A is
smooth.

Proof. Let p ∈ SpecM(A); then

dimk(p) ΩA/K ⊗ k(p) = dimk(p)
mp�m2

p
≥ d

and we get the equality if and only if A is regular at p, which is equivalent to
smoothness.

Base change Let R→ A be a homomorphism of rings and let R→ R′ be an
extension. If we call A′ = R′ ⊗R A, we get the following:

Theorem 8.32.

ΩA′/R′ ' ΩA/R ⊗R R′ ' ΩA/R ⊗A A′

Proof. Let d : B → ΩB/A be the canonical derivation. By base change, we get
a derivation

d′ = d⊗ Id : B′ −→ ΩB/A ⊗A A′

Notice that

ΩB/A ⊗A A′ = ΩB/A ⊗A A′ ⊗B B = ΩB/A ⊗B B′

and (ΩB/A ⊗B B′, d′) verifies the universal property of ΩB′/A′ .

As a consequence, let A be a finitely generated algebra over a field k and let

Ā = K̄ ⊗K A

Since Ā is purely d-dimensional, we get that A is smooth over K if and only if
Ā is regular over K̄ if and only if ΩĀ/K̄ is projective of rank d. This follows
from the fact that A→ Ā is faithfully flat and from the lemma

Lemma 8.33. Let A→ B a faithfully flat homomorphism of noetherian rings
and let M be a finite A-module. Then M ⊗A B is projective of rank d if and
only if M is projective of rank d.

To prove this lemma, we can reduce to the local case. In fact,M is projective
of rank d if and only if Mp is free of rank d for all p ∈ Spec(A). Since the
extension is faithfully flat, there exists q ∈ Spec(B) such that ϕ−1(q) = p and

M ⊗A B ⊗Bq 'Mp ⊗Ap Bq

Then we have to show the following:

Lemma 8.34. If A→ B is a flat local homomorphism of local noetherian rings
and M is an A-module, M is free of rank d if and only if M ⊗AB is free of rank
d.



CHAPTER 8. CURVES 150

Proof. Let K(B) = B/mBB and K(A) = A/mAA. Then

M ⊗B ⊗K(B) = (M ⊗K(A))⊗K(A) K(B)

and then M ⊗K(A) ' K(A)d. Nakayama’s lemma implies that

0→ N → Ad →M → 0

becomes
0→ N ⊗B → Bd →M ⊗B ' Bd → 0

Therefore N ⊗B = 0 and since B is faithfully flat, N = 0.

Let now R → A1, R → A2 be ring homomorphisms and consider A =
A1×A2. Then every A-module decompose into a product M1×M2. Therefore
ifD : A→M is aR-derivation, we can splitD intoD1 : A1 →M1 andD2 : A2 →
M2. Therefore

ΩA/R = ΩA1/R ⊕ ΩA2/R

Let now E/K be a finite separable field extension. Then, by the primitive
element theorem, we can find θ ∈ E such that E = K(θ). If we call f the
minimum polynomial of θ, we get

E = K(θ) ' K[x]�f(x)

and since the extension is sparable, f ′(θ) 6= 0. We get the sequence

(f(x))�(f(x))2 −→ ΩK[x]/K ⊗K E −→ ΩE/K −→ 0

Notice that, if we choose dx as a base of ΩK[x]/K , the image of [f(x)] is f ′(θ)dx,
which is different from zero by hypotesis. Therefore, the first map is injective
and surjective and

(f(x))�(f(x))2 ' ΩK[x]/K ⊗K E ΩE/K = 0

On the other hand, if f is irreducible but not separable, we get ΩE/K '
ΩK[x]/K ⊗ E ' E.

Proposition 8.35. Let R → A be a ring homomorphism and let S ⊆ A be a
multiplicative system. Then ΩS−1A/R ' S−1ΩA/R.

Proof. Notice that the module on S−1A corresponds to the module on A such
that every s ∈ S acts as an isomorphism. Then if M is an S−1A-module,
every D : A → M extends uniquely to a derivation S−1A → M . So we get
an isomorphism HomS−1A(S−1ΩAR ,M) ' HomA(ΩA/R,M) and therefore an
isomorphism

DerR(A,M) ' DerR(S−1A,M)

Let K be a field; we can now compute ΩK(x1,...,xn)/K . If we set S =
K[x1, . . . , xn] \ {0}, we get

ΩK(x1,...,xn)/K ' S−1ΩK[x1,...,xn]/K
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which is therefore a free vector space with base dx1

1 , . . . , d
xn
1 .

The algebraic theory globalizes to schemes. If f : X → S is a morphism of
schemes, there exists a quasi-coherent sheaf ΩX/S such that for all open affine
subset U = Spec(A) ⊆ X and V = Spec(R) ⊆ S such that f(U) ⊆ V

ΩX/S |U ' Ω̃A/R

If X is a scheme and F is a quasi-coherent sheaf on X one defines a derivation
D : OX → F as an additive map satisfing the Leibniz rule. If f : X → S is a
morphism of schemes, an S-derivation D : OX → F is a derivation such that if
u ∈ O(V ) D(ϕ#(u)) = 0. There exists a S-derivation OX → ΩX/S universal
among all the S-derivations OX → F .

Theorem 8.36. ΩX/S exists.

Proof. We know that in the affine case such a sheaf exists and it corresponds
to the module J/J2. If U = Spec(A) is an affine open subset, Spec(A ⊗R
A) = U ×S U and the map A ⊗R A → A corresponds to the diagonal δ : X →
X ×S X. We call IX the sheaf of ideal on X ×S X given by the kernel of
the morphism of sheaves induced by the diagonal map δ : X → X ×S X. If
f : X → S is separated, we define ΩX/S : δ∗IX , which corresponds locally to
J/J2; the associated derivation is

d : OX −→ ΩX/S
f 7−→ δ∗(pr∗2f − pr∗1f)

If X → S is not separated, we know that δ is a locally closed embedding and
there exist an open subset U ⊆ X ×S X such that δ factors as

X
α−→ U → X ×S X

We define ΩX/S = α∗IX and it doesn’t depend on the choice of the open sub-
scheme by uniqueness on affine open subsets.

Proposition 8.37.

1. Let S be a noetherian scheme and let f : X → S be locally of finite type.
Then ΩX/S is coherent.

2. Let S be a scheme over K. If X is smooth of pure dimension d, ΩX/K is
locally free of rank d.

Proof.

1. Since being coherent is local, we can assume X = Spec(A) and Y =
Spec(R). Then ΩA/R is a quotient of ΩR[x1,...,xn]/R ⊗ A and therefore it
is finitely generated.

Example. We want to compute ΩP1K . By the proposition, it is invertible. We
can consider the open cover

P1
K = U0 ∪ U1



CHAPTER 8. CURVES 152

On these sets,

ΩP1K/K |U0
' duO ΩP1K/K |U1

' dvO

On the intersection, we get

du = −dv
v2

Consider the map deg : Pic(P1
K)→ Z. Then

vp(du) = 0 ∀p ∈ U0 v∞(du) = −2

Therefore deg(ΩP1K/K) = −2 and it is isomorphic to OP1K (−2). We could have
shown also the isomorphism; it holds ΩP1R/R ' OP1R(−2) for every ring R.

ΩPnK/K is locally free of rank n; given f = ϕ
ψ ∈ OPnK (U),

∂f

∂xi
=

∂ϕ
∂xi

ψ − ϕ ∂ψ
∂xi

ψ2
∈ O(−1)(U)

This defines a derivation OPnR → OPnR(−1). The map

ΩPnR −→ O(−1)⊕(n+1)

f 7−→
(
∂f
∂x0

, . . . , ∂f∂xn

)
is injective but not surjective. We can also consider the map

O(−1)⊕(n+1) −→ O
(f0, . . . , fn) 7−→

∑
xifi

Notice that if f ∈ O(U), the Euler Formula implies that
∑
xi

∂f
∂xi

= 0.

Proposition 8.38. The sequence

0→ ΩPnK/K −→ O(−1)n+1 −→ OPnK → 0

is exact.

Proof. Since being exact is local, we can reduce to the case of the open affine
subset U0 = (PnK)x0

.

U0 = Spec(k[u0, . . . , un]) ui =
xi
x0

Then ΩU0/R is free over du1, . . . , dun. It can be verified that the sequence is
exact.

8.3 Exterior Powers of Sheaves
Let (X,OX) be a locally ringed space and let F be a sheaf of OX -modules.
For every open affine U ⊆ X, we know that there exists the O(U)-module
ΛdO(U)F (U) of exterior powers, which has the usual universal property for alter-
nating products. Therefore we can define a presheaf U 7→ ΛdO(U)F (U), where
the restriction maps are given by the universal property. We define the module
of exterior powers ΛdOF as the sheafification of this presheaf. It is a universal
object among all the d-alternating linear maps.
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Proposition 8.39. Assume that F is locally free of rank n. Then ΛdF is locally
free of rank

(
n
d

)
.

Proof. Since the fact is local, we can assume that F is free. In this case, we
know that ΛdF is free over the base

ei1 ∧ · · · ∧ eik 1 ≤ i1 < · · · < ik ≤ n

Notice that if f : F → G is a homomorphism of sheaves, we get an induced
map

Λdf : ΛdF → ΛdG

Definition 8.40. Let F be a locally free sheaf of rank n. The determinant of
F is the invertible sheaf det(F ) := ΛnF . If f : F → F is a homomorphism of
sheaves, we define the map det f : det(F )→ det(F ).

If L is an invertible sheaves, the determinant defines defines an isomorphism
EndO(L) ' O.

Lemma 8.41.

1. If B is an A-algebra and M is a free A-module, we have a canonical
isomorphism between det(M ⊗A B) and (detM)⊗A B.

2. Consider an exact sequence of free A-modules

0→M
α−→ N

β−→ P → 0

Then
det(N) ' det(M)⊗A det(P )

Proof.

1. Let {e1, . . . , en} be a basis of M and let e′i = ei⊗ 1. We can construct the
homomorphism

ψ : (detM)⊗A B −→ det(M ⊗A B)
(e1 ∧ · · · ∧ en)⊗ b 7−→ (e′1 ∧ . . . e′n)b

which is surjective since e′1∧ . . . e′n is a basis ofM ⊗AB. This implies that
is injective too, and therefore it is an isomorphism.

2. Let {p1, . . . , pk} and {m1, . . . ,mh} be basis for P and M respectively.
Chosen gi ∈ β−1(pi), and renamed α(mi) = si, the set {si, gj} defines a
basis of N . We define a map

ψ : det(M)⊗A det(P ) −→ det(N)
(m1 ∧ · · · ∧mh)⊗ (p1 ∧ · · · ∧ pk) 7−→ s1 ∧ · · · ∧ sh ∧ g1 ∧ · · · ∧ gh

ψ defines an isomorphism (it is surjective since {si, gj} is a basis of N and
therefore it is injective too) and it doesn’t depend on the choice of the
basis.
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Proposition 8.42.

1. Let f : X → Y be a morphism of schemes and let F be a locally free sheaf
on Y . Then det(f∗X) = f∗ det(X).

2. Let 0→ F ′ → F → F ′′ → 0 be an exact sequence of locally free sheaves.
Then

det(F ) ' det(F ′)⊗O det(F ′′)

Proof.

1. Let U ⊆ Y be an open subset such that F |U ' OnU . Then, using the
lemma,

f |∗f−1U (det(F )|U ) ' f−1 det(F |U )⊗f−1(U) Of−1U

' det(f−1f |U ⊗f−1OU Of−1U )

' det(f∗(F |U ))

and these isomorphisms glue togheter.

2. Let {Ui} be an open cover such that F ′|Ui ' F |Ui ' F ′′|Ui ' OUi . By
the lemma and the first part of this proposition, we have a family of iso-
morphisms ψi : det(F ′)|Ui⊗det(F ′′)|Ui → det(F )|Ui . These isomorphisms
agree on the intersection of these open sets since the isomorphism are in-
dependent on the choice of the basis and therefore they lift to a global
isomorphism.

Definition 8.43. Let X be a scheme over K smooth of pure dimension n. The
canonical sheaf or dualizing sheaf of X is ωX = det(ΩX/K).

Example.

• If n = 1, we get ωX = ΩX/K . In particular, ωP1K = ΩP1K/K = O(−2)

• Using the Euler sequence 0→ ΩPnK → O(−1)⊕n+1 → O → 0, we get

O(−n− 1) '
n+1⊗
i=1

det(O(−1)) ' det(O(−1)⊕n+1) ' ωPnK ⊗O O ' ωPnK

Suppose that X is smooth over Spec(K) of dimension n and let Y j−→ X be
a smooth closed subscheme of dimension m. We have an exact sequence

IY�I2
Y
−→ ΩX/K |Y −→ ΩY/K −→ 0

Proposition 8.44. IY�I2
Y

is locally free of rank n−m and the map

IY�I2
Y
−→ ΩX/K |Y

is injective.
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Sketch of the proof. Notice that if codimY X = 1, then Y is an effective Cartier
divisor on X. Then IY = OX(Y ) is invertible on X and therefore

IY�I2
Y

= j∗IY

is invertible.

As a consequence, we get the exact sequence

0→ IY�I2
Y
−→ ΩX/K |Y −→ ΩY/K −→ 0

Taking determinants, we get the adjunction formula

ωX/K |Y = ωY/K ⊗ det
(
IY�I2

Y

)
Observation 8.45. Notice that if Y is a Cartier divisor, IY /I2

Y = OX(−Y )|Y .

Curves in P2 Let X ⊆ P2
K a smooth curve of degree d. Then IX = O(−d)

and ωP3 ' O(−3); therefore

OX(−3) = ωX ⊗OX(−d)⇒ ωX = OX(d− 3)

Remark 8.46. Notice that deg(OX(1)) = d; in fact, if L ⊆ P2
K is a line then

OP2(L) ' O(1). If s ∈ H0(P2,O(1)) is the section defining L, then

div(s|X) = X ∩ L

and therefore

deg(OX(L)) = deg(div(s|X)) = χ(OX∩L) = d

As a corollary, deg(OX(l)) = ld.

Since g(X) = h1(OX) = (d−1)(d−2)
2 = d(d−3)+2

2 , we get deg(ωx) = 2g(X)− 2

Example.

• If d = 1, then X ' P1
K and ωX = OX(−2)|X has degree −2.

• If d = 2, then ωX = OX(−1) has degree −2. If X(k) 6= ∅ then X ' P1
K .

If X(k) = ∅ we can make a base change and we know that the degree is
invariant.

• If d = 3, ωX ' OX and deg(ωX) = 0.

• If d = 4, ωX ' OX(1) and deg(ωX) = 4.

Example. Let X ⊆ P2 be a smooth curve of degree d. Then ωX = OX(d− 3) =
j∗O(d− 3). From the exact sequence

0→ O(−d) −→ O −→ OX → 0

we get, tensoring for O(d− 3),

0→ O(−3) −→ O(d− 3) −→ OX(d− 3)→ 0
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We can therefore consider the long exact sequence:

0→ H0(O(−3))→ H0(O(d− 3))→ H0(OX(d− 3))→ 0

and therefore H0(OX(d− 3)) ' H0(O(d− 3)).

H0(OX(d− 3)) =

{
0 if d ≤ 2(
d−1

2

)
if d ≥ 1

8.4 Riemann-Roch Theorem
Using the correspondance bewtween Cartier divisors and some closed subschemes
of X, we can find some particular divisors:

Definition 8.47. Let X be a smooth proper geometrically connected curve
over k. A canonical divisor K is a divisor such that OX(K) corresponds to the
class of the canonical sheaf ωX .

Theorem 8.48 (Serre Duality). Let X be a proper, smooth and geometrically
connected scheme over a field k of dimension n. Let L be a locally free sheaf on
X. Then for every i = 0, . . . , n there exists a canonical perfect pairing

Hi(X,L)⊗k Hn−i(X,L∨ ⊗ ωX) −→ Hn(X,ωX) ' k

Corollary 8.49.

• hi(L) = hn−i(L∨ ⊗ ωX) and hi(OX) = hn−i(ωX)

• If X is a curve of genus g then g = h0(ωX).

Assume now that dim(X) = 1 and let L be an invertible sheaf on X. We
know that L = O(D) where D ∈ Div(X) and hi(D) = hi(L) only depends on
the class of D. Furthermore, given a canonical divisor K, ωX = OX(K) and
L∨ ⊗ ωX = OX(K −D). Serre Duality gives h1(D) = h0(K −D); we want to
have control over h0(D). We can do this using the following:

Theorem 8.50 (Riemann-Roch). Let X be a curve and let K be a canonical
divisor. For every D ∈ Div(X),

h0(D)− h0(K −D) = deg(D) + 1− g(X)

Proof. By Serre Duality, we know that h0(K −D) = h1(D) and therefore

h0(D)− h0(K −D) = χ(O(D))

If D = 0, we know that O(D) ' OX and therefore χ(OD) = 1 − g(X) =
deg(D) + 1− g(X).
Let now p ∈ X(1) and consider the exact sequence

0→ Ip −→ OX −→ Op → 0

We know that I∨p = O(p) and therefore O(−p) = Ip since Pic(X) is a group
and the inverse corresponds to the dual.

0→ O(−p) −→ OX −→ Op → 0
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Tensoring for O(D), we get

0→ OX(D − p) −→ OX(D) −→ OX(D)⊗Op → 0

Notice that since O(D) is locally free and Op is supported on a point, OX(D)⊗
Op ' Op and

0→ OX(D − p) −→ OX(D) −→ OX(D)⊗Op → 0

We now compute the Euler characteristic of Op; since it has finite support,

χ(Op) = h0(P ) = dimk k(p) = deg(p)

We can now compute the Euler characteristic of OX(D) by the addictivity of
Euler characteristic:

χ(OX(D)) = χ(OX(D − p))− deg(p)

The last formula holds even in the case of −p

χ(O(D)) = χ(OX(D + p))− deg(p)

We are now ready to conclude the proof. Given a divisor D, we can consider it
as a finite sum of points p ∈ X(1) and the relations we have found show that
the theorem still holds after adding a point. Since we have shown that it holds
for D = 0, we get the thesis.

Corollary 8.51 (Riemann formula). h0(D) ≥ deg(D) + 1− g

Example.

• If D = 0, then 1− h0(K) = 1− g and h0(K) = g.

• If D = K, h0(K)−h0(0) = deg(K)+1−g and therefore deg(ωX) = 2g−2

Remark 8.52. Notice that if deg(D) < 0 then h0(D) = 0. In fact, h0(D) 6= 0 if
and only if D is linearly equivalent to an effective divisor.

Corollary 8.53. If deg(D) > 2g − 2, then h0(D) = deg(D) + 1− g

Example. If g(X) = 0, we get h0(D) = deg(D) + 1 whenever deg(D) ≥ −1.

Assume now that g = 0 and let p ∈ X(k). Then deg(p) = 1 and the corollary
implies h0(O(p)) = 2. So we have

k ⊆ H0(OX) ( H0(O(p))

Hence there exists f ∈ H0(O(p)) \ k such that div(f) + p ≥ 0. This means that
div(f) = q − p, where q ∈ X(k) and q 6= p. Therefore X ' P1

K .

Corollary 8.54. If g = 0 and X(k) 6= ∅, then X ' P1
k.

Definition 8.55. Let D ∈ Div(X). We define the linear system of D as

|D| = {E ∈ Div(X) | E ∼ D E ≥ 0}
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The map
H0(O(D)) \ {0} −→ |D|

f 7−→ div(f) +D

is trivially surjective and given f, g ∈ K(X)∗,

div(f) = div(g) ⇐⇒ f

g
∈ k∗

Therefore we get a bijection

|D| ←→ H0(O(D)) \ {0}�k∗

Assume now g(X) = 2; then h0(ωX) = 2 and deg(ωX) = 2. We can find
s, t ∈ H0(ωX) linearly independent elements and they give two distinct effective
canonical divisor D,D′. If k = k̄, D = p+ q, where p, q ∈ X(k). Notice that

D ∼ D′ ⇒ ∃f ∈ K(X)∗ s.t. div(f) = D −D′ ⇒ Supp(D) ∩ Supp(D′) = ∅

In fact, if Supp(D) ∩ Supp(D′) 6= ∅, since D 6= D′, there exist p, q ∈ X(k) such
that p ∼ q and therefore X ' P1

K , against the hypotesis. Therefore, there exists
f : X → P1

K .
div(f) = D −D′ = f∗(0)− f∗(∞)

and f∗(0) = D, f∗(∞) = D′, which means that deg(f) = deg(f∗(0)) = 2.

Corollary 8.56. Every curve of genus 2 has a map to P1
K of degree 2.

Let X be a smooth projective geometrically connected curve over k and let
D ∈ Div(X). We recall that there exists a bijection between maps to PnK and
classes of isomorphism of tuples (L, s0, . . . , sn) where L is an invertible sheaf on
X and s0, . . . , sn generates L. Indeed, the set

Xsi = {p ∈ X | si(p) 6= 0}

is open in X and these sets form an open cover of X. Therefore, to a map
f : X → Pn we can associate the tuple (f∗O(1), f∗x0, . . . , f

∗xn). Viceversa,
given a tuple we can construct a map on the Xsi given by gluing the morphisms
induced by

R
[
x1

xi
. . . xnxi

]
−→ H0(Xsi ,O)

xj
xi

7−→ sj
si

Let now X be a curve and D ∈ Div(X). Given p ∈ X(k), we get the exact
sequence

0→ OX(−p) −→ OX −→ Op → 0

Tensoring for O(D) we get

0→ H0(OX(D − p)) −→ H0(OX(D)) −→ H0(Op(D)) ' k

We can distinguish two cases:

1. h0(D) = h0(O(D − p)) and s(p) = 0 for all s ∈ H0(O(D))

2. h0(D− p) = h0(D)− 1 and there exists s ∈ H0(O(D)) such that s(p) 6= 0
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Lemma 8.57. If k = k̄, OX(D) is generated by global sections if and only if
h0(D − p) = h0(D)− 1 for all p ∈ X(k).

Proof. Assume first that h0(D − p) = h0(D)− 1 for all p ∈ X(k). Then for all
p ∈ X(1) there exists s ∈ H0(O(D)) such that s(p) 6= 0 for the second condition,
which means exactly that O(D) is generated by global section. On the other
hand, if there exists p ∈ X(1) such that h0(D − p) = h0(D), s(p) = 0 for all
s ∈ H0(OX(D)); hence OX(D) is not generated by global section.

If OX(D) is generated by global section, we can use a basis of H0(O(D)) to
define a map X → PnK where n = h0(O(D)) − 1. This map is unique up to a
linear transformation of P1

k.

Remark 8.58. Let X be a separated quasi-compact scheme over k and k′/k
be a field extension. If L is an invertible sheaf on X, we get a projection
π : Xk′ → X. Then L is generated by global section if and only if π∗L is
generated by global section. To show this, it is useful to use tha fact that
H0(Xk′ , π

∗L) ' k′ ⊗k H0(X,L).

Assume k = k̄ and letD ∈ Div(X). IfOX(D) is generated by global sections,
we get a map f : X → Pn and f∗O(1) ' OX(D) since f∗ : H0(OPn(1)) →
H0(OX(D)) is an isomorphism.

Theorem 8.59. f is an embedding if and only if for all p, q ∈ X(k) h0(D−p−
q) = h0(D)− 2.

Proposition 8.60. Let X,Y be schemes over k and let f : X → Y be a mor-
phism. If k′/k is a field extension, then f is a closed embedding if and only if
fk′ : Xk′ → X is a closed embedding.

Corollary 8.61. Let X be a curve over k of genus 0 and let D ∈ Div(X). If
deg(D) = d ≥ 1, H0(O(D)) defines an embedding X ⊆ Pd.

Proof. By the proposition, it is enough to do this after base-changing to k̄. If
p, q ∈ X(k̄), then h0(D − p − q) = d − 1 = h0(D) − 2. We get a morphism
f : Xk̄ → Pd and by the proposition it is an embedding.

Proposition 8.62.

1. If deg(D) ≥ 2g, then O(D) is generated by global sections

2. If deg(D) ≥ 2g + 1, O(D) defines an embedding.

Observation 8.63. Let X be a curve and D ∈ Div(X). Let f : X → Pn be
the map induced by H0(O(D)), where n = h0(O(D)) − 1, and assume it is an
embedding. So we can identify (X,OX) as a closed subscheme of Pn; we can
relate the degree of the divisor to the degree of OX . The Hilbert polynomial of
OX is

χ(OX(t)) = 1− g + dt

where d = deg(X) in Pnk . On the other hand, the Riemann-Roch theorem gives
us

χ(OX(t)) = deg(OX(t)) + 1− g = tdeg(D) + 1− g

Therefore deg(D) = deg(X).
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Example. Let X be a curve of genus 1 over an algebraically closed field k.

• If X has a divisor D of degree 2, we get a map f : X → P1 of degree 2
(not necessarily an embedding).

• If X has a divisor of degree 3, X is isomorphic to a cubic in P2

• If X has a divisor of degree 4, X corresponds to a quartic in P3.

Curves of genus 0 Let X be a curve of genus 0. We can distinguish two
cases:

• If X(k) 6= ∅, let D = p ∈ X(k). Then deg(D) = 1, X ⊆ P1 and X ' P1.

• If X(k) = ∅, a canonical divisor K has degree −2; therefore deg(−K) = 2
and X ⊆ P2 and X is a conic by the previous observation.

Summing up:

Theorem 8.64. Every curve of genus 0 over a field is either a conic in P2
k or

isomorphic to P1
k.

8.4.1 Complete intersection
Let S1, S2 ⊆ P3 be hypersurfaces of degree d1, d2 respectively and assume that
S1, S2 have no common components. We want to study the intersection X =
S1 ∩ S2, which has dimension dim(X) = 1. We have the exact sequence

0→ O(−d1 − d2) −→ O(−d1)⊕O(−d2) −→ O −→ OX → 0

and we get

χ(OX(t)) = d1d2t−
d1d2(d1 + d2 − 4)

2

We could have computed this in a different way. Assume X is smooth: we get
the sequence

0→ IX�I2
X
−→ ΩP3/k|X −→ ΩX → 0

Then ωX = OX(−4)⊗ det(IX/I
2
X)∨. If we consider the exact sequence

0→ O(−d1 − d2) −→ O(−d1)⊕O(−d2) −→ IX → 0

and apply ⊗OX we get

OX(−d1 − d2)
=0−−→ OX(−d1)⊕OX(−d2) −→ IX�I2

X
→ 0

Therefore IX/I2
X ' OX(−d1)⊕OX(−d2) and

det
(
IX�I2

X

)∨
= OX(d1 + d2)

We have shown that ifX is smooth ωX ' OX(d1+d2−4). Notice that the degree
as coherent sheaf on Pn of X is exactly deg(X) = d1d2. This follows from the
fact that we can find an hyperplane not passing through the associated points
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of S1, S2 and by Bezout’s theorem the intersection with S1 ∩S2 is exactly given
by d1d2 points.

deg(X) = d1d2 2g − 2 = deg(ωX) = d1d2(d1 + d2 − 4)

So a smooth intersection of two quadrics in P2 is a curve of genus 1. In a certain
sense, the converse holds:

Lemma 8.65. Let X,Y be closed subschemes of Pn and suppose X ⊆ Y . If
χ(OX(t)) = χ(OY (t)) then X = Y .

Proof. We consider the exact sequence

0→ I −→ OY −→ OX → 0

and we get
χ(I(t)) = χ(OY (t))− χ(OX(t)) = 0

and therefore dim(Supp(I)) = 0. This means that I = 0.

Observation 8.66. Let f ∈ k[x0, x1, x2, x3] be a homogeneous polynomial of
degree d and let S be the corresponding hypersurface. Given a closed subscheme
Y of P3, we have a map H0(O(d)) → H0(OY (d)) and Y ⊆ S if and only if f
goes to 0 in H0(OY (d)).

Theorem 8.67. Let X ⊆ P3 be a smooth curve of genus 1 and degree 4. Then
X = S1 ∩ S2, where S1, S2 are quadrics.

Proof. Let IX be the sheaf of ideals associated to X.

0→ IX −→ O −→ OX → 0

We tensor for O(2) and consider the exact sequence of cohomology

0→ H0(IX(2)) −→ H0(O(2)) −→ H0(OX(2)) −→ . . .

We get
h0(IX(2)) ≥ h0(O(2))︸ ︷︷ ︸

=10

−h0(OX(2))

We apply Riemann-Roch to estimate h0(OX(2)), noticing that deg(K −D) =
2g − 2− 4 < 0:

h0(OX(2)) = deg(2D) + 1− g = 8

Therefore h0(IX(2)) ≥ 2 and there exist f1, f2 ∈ H0(IX(2)) linearly indepen-
dent. Hence we get that the corresponding quadrics S1, S2 contain X. Notice
that f1, f2 are irreducible since X is not contained in a plane and a reducible
quadric is the union of planes. Indeed, a smooth curve of degree 4 contained in
P2
k has genus 3. Then

χ(OS1∩S2(t)) = 4t = χ(OX(t))

and so X = S1 ∩ S2.
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8.5 Hyperelliptic Curves
Definition 8.68. Let k be an algebraically closed field and let X be a curve
over k of genus g ≥ 2. We say that X is hyperelliptic if there exists a map
f : X → P1

k of degree 2.

We saw that every curve of genus 2 is hyperelliptic but we haven’t seen an
example of an hyperelliptic curve. In fact, every smooth plane curve has genus

g =
(d− 1)(d− 2)

2
= 0, 1, 3, 6, 10 . . .

and therefore we have no examples in P2.
Let X be a curve of genus g ≥ 2 and let p ∈ X(k). Then h0(p) = h0(O(p)) = 1
and given a rational point q ∈ X(k) we get h0(p+ q) = 1 or h0(p+ q) = 2.

Lemma 8.69. Let X be a curve of genus g ≥ 1 and let E be a divisor of degree
1. Then h0(E) ≤ 1

Proof. Assume by contradiction that h0(E) > 1. Then the linear system |E|
contains more than one effective divisor and therefore there exists p, q ∈ X(k)
such that p ∼ q, which is absurd by 8.12.

Proposition 8.70. Let X be a curve over k = k̄ of genus g ≥ 2. The following
are equivalent:

1. X is hyperelliptic

2. There exist p, q ∈ X(k) such that h0(p+ q) = 2

3. There exist E ∈ Div(X) of degree 2 such that h0(D) = 2

Proof. First, observe that

h0(p+ q) = 2 ⇐⇒ |p+ q| = {D ∈ Div(X) | D ≥ 0 D ∼ p+ q} 6= {p+ q}

(1)⇒ (2) Assume that X is hyperelliptic. Then there exists f : X → P1
k of degree

2. If t ∈ P1
k(k), f∗(t) is effective of degree 2 and all the fibers are linearly

equivalent. We get f∗(0) = p+q and h0(p+q) > 1 and therefore h0(p+q) =
2.

(2)⇒ (1) We call D = p + q and let r ∈ X(k).By the lemma, h0(D − r) = 1 and
therefore O(D) is generated by global sections. Then we have seen that
h0(D) defines a map X → P1

k of degree 2.

(2)⇒ (3) Trivial.

(3)⇒ (2) We can prove this in the same way of (2)⇒ (1).

Corollary 8.71. If E ∈ Div(X) is a divisor of degree deg(E) ≥ 1 then h0(E) ≤
deg(E).
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We want now to apply Riemann-Roch theorem. Let K be a canonical divisor
and let p ∈ X(k).

h0(p)− h0(K − p) = 1 + 1− g =⇒ h0(K − p) = g − 1

and therefore H0(ωX) is generated by global section and defines a map f : X →
Pg−1
k , called the canonical map.

It is natural to ask whether this map defines an embedding. We know that it
is an embedding if and only if h0(K − p − q) = g − 2 for all p, q ∈ X(k). By
Riemann-Roch, we get

h0(p+ q)− h0(K − p− q) = 3− g ⇒ h0(K − p− q) = g − 3 + h0(p+ q)

So f is an embedding if and only if h0(p + q) = 1 for all p, q ∈ X(k), which
means that X can’t be hyperelliptic. However, if X is hyperelliptic, we can
factor this map through the Veronese embedding

X
deg 2−−−→ P1

k
Veronese−−−−−→ Pg−1

k

Genus 3 Let now g = 3; we have seen that there are examples of curves
having this genus, for example a quartic in P2

k. Let X be a smooth curve. If X
is not hyperelliptic, ωX defines an embedding X → P2 of degree 4. Conversely,
if X ⊆ P2 is a smooth curve of degree 4 we know that ωX = OX(1). We have
the exact sequence

0→ OP2(−3) −→ OP2(1) −→ OX(1)→ 0

By the cohomology exact sequence, we get

h0(O(−3)) = 0 h0(O(1)) = 3 h1(O(−3)) = 0

and therefore h0(OX(1)) = 3. Notice that deg(ωX) = 2g − 2 = 4 and we get
an embedding X ⊆ P2. As a consequence, X is not hyperelliptic since we know
that such plane curves are not hyperelliptic.

Genus 4 Let X be a curve of genus 4 and assume that X is not hyperelliptic.
Then X admit an embedding X → P3

k of degree 6. Let S1, S2 ⊆ P3 be two
hypersurfaces of degree d1, d2. We know that X = S1 ∩ S2 is a smooth curve.

ωX = OX(d1 + d2 − 4) g(X) =
d1d2(d1 + d2 − 4)

2
+ 1

In the case d1 = 2 and d2 = 3, we get a curve of degree 6 of genus 4 which is
not hyperelliptic.

Proposition 8.72. Any curve of genus 4 is either hyperelliptic or the intersec-
tion of a quadric and a cubic in P3.

Proof. Assume X is not hyperelliptic: then X ⊆ P3 is a curve of degree 6.

• First, we show that X is contained in a quadric in P3. This happens if and
only if H0(O(2)) → H0(OX(2)) is not injective. Notice that h0(O(2)) =(

3+2
2

)
= 10 and by Riemann-Roch applied on −K we get h0(OX(2)) = 9.

Therefore X is contained in a quadric S1, which is irreducible since by
hypotesis X is not contained in a hyperplane.
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• Now, we show that such a quadric is unique. Assume that there ex-
ists a different quadric S2 such that S2 ⊇ X. Then X ⊆ S1 ∩ S2 and
χ(OS1∩S2

(t)) = 4t. We know that χ(OX(t)) = 6t− 3; since X ⊆ S1 ∩ S2

we get an exact sequence

0→ Ker(φ)→ OS1∩S2

φ−→ OX → 0

Then χ(OS1∩S2
(t)) = χ(OX(t)) + χ(Ker(φ)(t)) and since the leading co-

efficient of the last polynomial is positive we get a contradiction.

• We now want to find a cubic that contains X; so we need to find an
element of H0(O(3)) that lies in the kernel of

ψ : H0(O(3)) −→ H0(OX(3))

We notice that h0(O(3)) = 20 and h0(OX(3)) = 15 by Riemann-Roch.
Therefore dim Ker(ψ) ≥ 5. Let f1 ∈ k[x0, x1, x2, x3] such that S1 = V (f1).
The map

η : H0(O(1)) −→ H0(Ker(ψ))
l 7−→ f1l

is linear and injective and therefore dimH0(O(1)) = 4. Since dim Ker(ψ) =
5, there exists f2 ∈ Ker(ψ) \ Im(η). f1, f2 are relatively prime and, if we
call S2 = V (f2) we get X ⊆ S1 ∩ S2. Since they have the same Hilbert
polynomial, we get the equality.

Let now k be an algebraically closed field and assume char(k) 6= 2. Let
f ∈ k[x] be a polynomial of degree d with distinct roots.

U = Spec
(
k[x, y]�(y2 − f(x))

)
⊆ A2

is a smooth integral curve of degree d in P2 and we have a map U → A1 finite
of degree 2. We consider the projective closure Ū and its normalization X. The
inclusion U → A1 extends to a morphism f : X → P1 of degree 2. Furthermore,
f−1(A1) = U . Indeed, U is proper and A1 is separated; therefore U is both
open and closed in f−1(A1).
X is hyperelliptic; we would like to find the genus of X. This can be computed
with the Riemann-Hurwitz formula. Let X,Y be curves over k = k̄ and let
f : X → Y be a morphism of degree d, d = [K(X) : K(Y )].

Definition 8.73. f is separable if K(X)/K(Y ) is separable.

Lemma 8.74. Let X be an integral scheme and L,M be invertible sheaves on
X. If ϕ : L→M is a morphism then ϕ = 0 or ϕ is injective.

Proof. We can check this property locally, so assume that X = Spec(A) is
affine and L ' M ' O; in particular, L = Ñ and M = P̃ . Consider the map
ϕ : L→M ; these corresponds to a homomorphism of A-modules f : N → P and
both of them are free of rank one. Therefore the map is either zero or injective,
as desired.
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Observation 8.75. This lemma implies that if a morphism of invertible sheaves
is injective on a stalk, it is injective globally.

We now consider the sequence

f∗ΩY/k −→ ΩX/k −→ ΩX/Y → 0

Assume first that char k = p and f is not separable; notice that ΩX , f∗ΩY are
invertible, so the first map is either injective or zero by the lemma. If ξ ∈ X is
the generic point,

(f∗ΩY/k)ξ −→ (ΩX/k)ξ −→ (ΩX/Y )ξ → 0

and since f is not separable, the first map is zero.

Example. We consider the morphism f : A1 → A1 given by the homomorphism

k[y] −→ k[x]
y 7−→ xp

Then ΩX = k[x]dx, ΩY = k[y]dy and the map f∗ΩY → ΩX corresponds to

k[x]dy −→ k[x]dx
dy 7−→ dxp = 0

Assume now that f is separable. In this case, the first map is injective and
we get the sequence

0→ f∗ΩY/k −→ ΩX/k −→ ΩX/Y → 0

Notice that ΩX/Y is a coherent sheaf supported on finitely many closed points.

Remark 8.76. If X is smooth of dimension d, ΩX is locally free of rank d and
given p ∈ X(k), we have a map

mp�m2
p
−→ ΩX,p ⊗ k(p)

[f ] 7−→ [df ]

If f1, . . . , fd ∈ mp generatemp/m
2
p as a vector space, ΩX,p is free on df1, . . . , dfd.

In particular, if dim(X) = 1 and tp is a uniformizing parameter, ΩX,p is free on
dtp.

We now want to use this remark in the case of curves. Let p ∈ X(k) and q =
f(p) ∈ Y (k). We can choose unformizing parameter tp, tq ofmp,mq respectively.
Then f∗(tq) = ut

ep(f)
p , where u ∈ O∗Y,p. In particular, we get a map

(f∗ΩY )p = OX,pdtq −→ OX,pdtp

and f∗(dtq) = ϕdtp. We define the valuation e′p(f) = vp(ϕ). Notice that

f∗(dtq) = d(f∗(tq)) = d(utep(f)
p ) = tep(f)du+ ep(f)utep(f)−1dtp

Therefore, if char(k) = 0 or char(k) - ep(f) we get e′p(f) = ep(f) − 1. If
char(k) | ep(f), then e′p(f) > ep(f)− 1.

Corollary 8.77. e′p(f) = 0 ⇐⇒ ep(f) = 1
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Notice that (ΩX/Y )p ' OX,p/m
e′p(f)
p and the lenght lOX,p(ΩX/Y,p) = e′p(f).

Since we know that ΩX/Y has finite support,

Corollary 8.78. If q ∈ Y (k), f−1(q) has d points with finitely many exceptions.

We know that degrees behave well under pullback, so

deg(ΩY ) = 2g(Y )− 2⇒ deg(f∗ΩY ) = d(2g(Y )− 2)

Let ϕ : L→M be a non-constant morphism of invertible sheaves on X. We
know that Supp(M/L) is finite and given p ∈ X(k), we get an injective map
ϕp : Lp → Mp. Since these sheaves are invertible, this corresponds to a map
ψ : OX,p → OX,p. We define εp(ϕ) = vp(ψ(1)) and εp(ϕ) = 0 if and only if
ϕp : Lp →Mp is an isomorphism.

Coker(ϕp) =
(
L�M

)
p
' OX,p�mep(ϕ)

p

and so
ep(ϕ) = lOX,p

(
L�M

)
p

= dimk

(
L�M

)
p

Lemma 8.79. deg(M) = deg(L) +
∑
p∈X εp(ϕ)

Theorem 8.80 (Riemann-Hurwitz). Let f : X → Y be a non-constant separa-
ble morphism of curves. Then

2g(X)− 2 = d(g(Y )− 2) +
∑
p∈X

e′p(f)

Furthermore, if char k = 0 or char k > d then

2g(X)− 2 = d(g(Y )− 2) +
∑
p∈X

(ep(f)− 1)

We now want to see some application of this theorem.

Definition 8.81. p ∈ X is a ramification point if ep(f) > 1.
q ∈ Y is a ramification value if it is the image of a ramification point or equiv-
alently |f−1(q)| < deg(f).
If f has no ramification values, we say that f is unramified.

Let f ∈ k[x] be a polynomial of degree d with distinct roots and let

U = Spec
(
k[x, y]�(y2 − f(x))

)
−→ A1

We get a map f : X → P1 of degree 2 ramified at the d roots of f(x), where
X is the normalization of the projective closure of U . We don’t know if it is
ramified at the point at infinity: the Riemann-Hurwitz formula gives us the
answer. Indeed, let Y = P1; then g(Y ) = 0 and∑

p∈X
(ep(f)− 1) = d or d+ 1
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The formula gives us

2g(X)− 2 = −4 +

{
d

d+ 1

and therefore if we know g(X) we can obtain the number of ramification point
and viceversa if we know the number of ramification point we can get the genus
of the curve. In particular,

Corollary 8.82. There exist hyperelliptic curves of every genus g ≥ 2.

Corollary 8.83. If f : X → Y is separable then g(X) ≥ g(Y ). Furthermore, if
g(X) = g(Y ) ≥ 2, f is an isomorphism.

Proof. If d = 1, we know that f is an isomorphism and therefore equality holds.
Since e′p(f) ≥ 0, we get

2g(X)− 2 = d(2g(Y )− 2) +
∑
p∈X

e′p(f) ≥ d(2g(Y )− 2)

• If g(Y ) = 0, then the genus of a curve is always positive and the thesis is
trivial.

• If g(Y ) = 1, then we get

2g(X)− 2 ≥ 0 =⇒ g(X) ≥ 1

• If g(Y ) ≥ 2,

2g(X)− 2 ≥ d(2g(Y )− 2) > 2g(Y )− 2 =⇒ g(X) > g(Y )

and the equality holds if and only if d = 1.

Corollary 8.84. Let f : X → P1 be a non-constant separable map of degree
d ≥ 2. Assume that char(k) = 0 or char(k) > d. Then f has at least 2
ramification values.

Proof. Since
2g(X)− 2 = −2d+

∑
p∈X

e′p(f)

there is at least one ramification point. Since f is separable,

2g(X)− 2 = −2d+
∑
p∈X

(ep(f)− 1)

By contradiction, assume that f has q ∈ P1(k) as unique ramification value.
Then ∑

p∈X
ep(f)− 1 =

∑
p∈f−1(q)

ep(f)− 1 = d− |f−1(q)| < d

Hence
2g(X)− 2 < −2d+ d = −d =⇒ d < 2− 2g(X) ≤ 2

and this is absurd.
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Example. We now give a counterexample to this corollary, omitting the charac-
teristic hypotesis. Assume char(k) = p and k = k̄. We consider the homomor-
phism of k-algebras

k[x] −→ k[t]
x 7−→ tp − t

Then we get a map f : A1 → A1 of degree [k(t) : k(x)] = p, since this the
minimum polynomial of tp − t is yp − y − x. Furthermore, for the derivative
criterion, f is unramified. This extends to a separable map f : P1 → P1 and
f(∞) =∞. By definition, deg(f) = p and Riemann Hurwitz implies

−2 = −2p+ e′∞(f) =⇒ e′∞(f) = 2p− 2 > p− 1

and there is only one ramification point. We now write f around ∞. We get

f(u) =
up

1− up−1

and the differential gives

df(u) =
(p− 1)up+p−2du

(1− up−1)2
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