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Introduction

The aim of this work is to provide an exposition of the Local Tate Duality theorem. The main
motivation comes from class field theory, which aims to describe the abelian extensions of a field
in terms of the arithmetic of the field itself. Historically, this duality theorem was actually proved
using class field theory by John Tate, while in this thesis we will go the other way around as is
done by J. P. Serre in [Ser97], by proving the existence of a dualizing module to prove the duality
theorem and using it to establish local class field theory for p-adic fields.

First we will need to develop some machinery, such as the cohomology of (pro)finite groups
and the notion of cohomological dimension, in order to sistematically study the absolute Galois
group of a field, which is profinite. Using this machinery and the topological structure of local
fields, we will be able to compute the Brauer group and cohomological dimension of a local field,
and prove the finiteness of all cohomology groups with finite coefficients in the case of a p-adic
field.

Finally, after introducing an appropriate product in cohomology, we will be able to state and
prove the Local Duality theorem, which gives a Poincaré-like duality for finite modules over the
absolute Galois group of a p-adic field. As an application, we will show that the Galois group of
the maximal abelian extension of a p-adic field is isomorphic to the profinite completion of the
multiplicative group of the field. The exposition will mainly follow the book [Har20].
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Chapter 1

Cohomology of Finite Groups

1.1 The category of G-Modules

In this chapter, G will always denote a finite multiplicative group. We begin by introducing the
notion of a G-module:

Definition 1.1.1 A G-module is an abelian group A (whose operation we denote additively)
endowed with a left action of G such that

A −→ A

x 7−→ g · x

is a homomorphism of groups for all g ∈ G.

Remark 1.1.2 Let Z[G] be the group ring of G over Z, that is the set of formal sums∑
g∈G

ng · g

with ng ∈ Z. The action of G on itself by left multiplication induces a G-module structure on
Z[G] by extending linearly.

More generally, a G-module is the same as a (left) module over the ring Z[G]: the action
of G extends linearly to multiplication by elements of Z[G]. This does not hold for discrete
modules on profinite groups, as we will see later on, however many of the results that we prove
in this chapter will hold in that context as well, provided we make some additional topological
assumptions.

As with any category, we need specify the morphisms between objects:

Definition 1.1.3 A morphism of G-modules is a group homomorphism A
f→ B which commutes

with the action of G, that is
f(g · x) = g · f(x)

for all g ∈ G and x ∈ A. Again, this is the same as a morphism of Z[G]-modules.

We denote by HomG (A,B) the abelian group of morphisms of G-modules between A and B,
which is a subgroup of Hom(A,B).

Finally, we define the category of G-modules ModG, whose objects are G-modules and whose
arrows are morphisms of G-modules. By the above discussion, ModG is equivalent to the category
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CHAPTER 1. COHOMOLOGY OF FINITE GROUPS 4

Z[G]-Mod of left Z[G]-modules, and it is thus an abelian category which has enough projectives
and injectives.

Example 1.1.4 (G-modules)

• Any abelian group A is a G-module with the trivial action g · x = x for all g ∈ G and
x ∈ A.

• If A and B are G-modules, then the group homomorphisms Hom(A,B) form a G-module
with the action

(g · f)(x) = g · f(g−1 · x)

for all g ∈ G, f ∈ Hom(A,B) and x ∈ A.

• Let L/K be a finite Galois extension of fields with Galois group G = Gal (L/K). Then, the
additive group L and the multiplicative group L× have a natural G-module structure for
the action of G on L by field automorphisms. In this situation, an interesting arithmetic
submodule is the group of invariants under the Galois action; this is a key motivation for
the definition of group cohomology.

Given a subgroup H < G and an H-module A, there are two ways to produce a G-module
from A:

IndGH(A) := Z[G]⊗Z[H] A

is the induced module of A from H to G, while

CoIndGH(A) := {f : G→ A | f(hg) = h · f(g) ∀h ∈ H, g ∈ G}

is the coinduced module of A from H to G, with the action (g · f)(x) = f(xg). If we identify the
latter with the G-module

HomH (Z[G], A)

on which G acts by right multiplication on the first factor, we see that the two constructions
coincide for finite groups: an isomorphism is of G-modules is given by the map

HomH (Z[G], A)→ Z[G]⊗Z[H] A

f 7→
∑

g∈G/H

g ⊗ f(g−1). (1.1)

We will be particularly interested in the case H where is the trivial subgroup {1}, in which
case we write IG(A) for the G-module CoIndG{1} (A), called the induced module of A. This is
because of the following result:

Proposition 1.1.5 Any G-module A embeds into its induced module IG(A).

Proof. The map A
i
↪→ IG(A) sending a to the function g 7→ g · a is an injective morphism of

G-modules, as if g · a = 0 for all g ∈ G, then taking g = 1 gives a = 0.

Finally, we observe that the functors IndGH (−) and CoIndGH (−) are respectively left and right
adjoints to the forgetful functor

ModG → ModH,

which simply restricts the action of G to H. More precisely:
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Proposition 1.1.6 For every G-module A and every H-module B we have isomorphisms of
abelian groups

HomG (A,CoIndGH (B)) ≃ HomH (A,B) (1.2)
φ 7→ (a 7→ φ(a)(1))

HomG (IndGH (B), A) ≃ HomH (B,A) (1.3)
φ 7→ (b 7→ φ(1⊗ b))

For a proof, see Prop. 1.12 and 1.15 of [Har20].

Remark 1.1.7

(a) As the forgetful functor is exact, by the adjunction (1.2) we deduce that the functor

CoIndGH (−) : ModH → ModG

preserves injective objects, as in an abelian category an object I is injective if and only if
Hom(−, I) is exact).

(b) Under the identification (1.1), the isomorphism (1.3) becomes

HomH (B,A)→ HomG (CoIndGH (B), A)

ψ 7→

f 7→ ∑
g∈G/H

g · ψ(f(g−1))

 .

(c) Since CoIndGH (−) is a right adjoint it preserves all limits, in particular it is left-exact.
Analogously, the functor IndGH (−) is right-exact. By the isomorphism (1.1), we obtain
that CoIndGH (−) is exact.

1.2 Group Cohomology

Recall that in an abelian category A which has enough injectives, an additive left-exact functor
F : A → B with B abelian admits right derived functors (RiF )i≥0, which measure the “failure”
of F to be right-exact.

Here are some general properties of derived functors:

• in degree 0 we have R0F (A) = F (A) for all objects A, as follows from the definition via
injective resolutions;

• as derived functors are in particular δ-functors ([Wei94] Ch. 2), for any short exact sequence

0→ A→ B → C → 0

of objects in A there are coboundary morphisms δi : RiF (C)→ Ri+1F (A) fitting in a long
exact sequence

. . .→ RiF (A)→ RiF (B)→ RiF (C)
δi→ Ri+1F (A)→ . . .

which are functorial with respect to morphisms of short exact sequences;
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• the (RiF )i≥0 form a universal δ-functor, in the sense that given another δ-functor S
equipped with a natural transformation α0 : F = R0F → S0 there exists a unique natural
transformation (αi)i≥0 of δ-functors extending α0, that is a family of natural transforma-
tions commuting with the coboundary morphisms.

We will sometimes encounter δ functors which are not necessarily derived functors:

Definition 1.2.1 Let T : A → B be a δ-functor. An object A is T -acyclic if T (A) = 0 for all
i > 0.

Definition 1.2.2 A δ-functor T is effaceable if for every object A there exists a monomorphism
A

u→ I such that T (u) = 0.

The following general result ([Gro57], Ex. 2.4.5) will be useful when taking cohomology after
applying certain functors:

Proposition 1.2.3 Let T be a δ-functor. If T is effaceable, then it is universal.

We now use this generalities to define the cohomology of a group G with coefficients in a
G-module A, by considering a very natural sub-G-module of A:

Definition 1.2.4 The G-invariants of A are the elements a ∈ A fixed by the action of G:

AG := {x ∈ A | g · x = x ∀g ∈ G}.

This yields an additive functor onto the category of abelian groups

F : ModG → Ab

which is left-exact as it coincides with the functor

HomG (Z,−) :→ Ab

where Z is the trivial G-module: indeed, a morphism of G-modules Z f→ G is determined by the
image of 1, which must be thus fixed by the action of G, and any choice of f(1) ∈ AG gives such
a morphism.

We thus define the cohomology groups of G with coefficients in A as the derived functors of
F :

Definition 1.2.5 The i-th cohomology group of G with coefficients in A is

Hi(G, A) := RiF (A).

From the above general properties of derived functors, we deduce H0(G, A) = AG, and
the fact that we can compute Hi(G, A) as the cohomology of the complex obtained by taking
invariants from an injective resolution I• of A, that is

Hi(G, A) = ker [(Ii)G → (Ii+1)G]/im [(Ii−1)G → (Ii)G].

Moreover, if G is trivial then AG = A for all A implies that F is exact, and thus Hi(G, A) = 0
for all i > 0.
Remark 1.2.6 Since F = HomG (Z,−), we get Hi(G, A) = ExtiG (Z, A). By the balancing
property of Ext (Theorem 2.7.6 of [Wei94]), we can interpretHi(G, A) as the left derived functors
of the (contravariant) right-exact functor HomG (−, A) evaluated at Z, and can be therefore
computed using projective resolutions of Z.
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Explicit cochain complexes

It is sometimes more practical to have an explicit description of the groups Hi(G, A). By above
the remark, we can compute them using projective resolutions of Z; we now construct such a
resolution of Z by free (and therefore projective) Z[G]-modules.

For any i ≥ 0, let Ei be the set of (i+1)-tuples of elements of G, and define Li to be the free
Z-module with basis Ei. Then, the diagonal action of G on Ei

h · (g0, . . . , gi) := (hg0, . . . , hgi)

induces a G-module structure on Li, making it a free Z[G]-module with basis a set of representa-
tives of the orbits of Ei under the action of G, such as the set of tuples of the form (1, g1, . . . , gi)
(as G acts without fixed points on Ei). The boundary maps of the complex

di : Li → Li−1

for i > 0 are defined by

(g0, . . . , gi) 7→
i∑

j=0

(−1)j(g0, . . . , ĝj , . . . , gi),

and d0 : L0 → Z sending (g) to 1. By a straightforward computation, this is a complex (i.e.
di−1 ◦ di = 0 for all i > 0). It is also exact: the map

ki : Li → Li+1

(g0, . . . , gi) 7→

{
(1, g0, . . . , gi) if i > 0

1 otherwise

satisfies
di+1 ◦ ki + ki−1 ◦ di = idLi

,

so that if x ∈ ker di then di+1(ki(x)) = x. We have thus constructed a projective resolution

. . .→ L2 → L1 → L0 → Z→ 0

of Z as a Z[G]-module.
By applying the functor HomG (−, A) to this resolution, we get

Theorem 1.2.7 The groups Hi(G, A) can be computed as the i-th cohomology of the complex
K• := HomG (L•, A) of homogeneous cochains. These are the same as functions Gi+1 → A
commuting with the diagonal action of G, on which the boundary is given by

(dif)(g0, . . . , gi+1) =

i+1∑
j=0

(−1)jf(g0, . . . , ĝj , . . . , gi+1).

For low-degree computations, it’s convenient to use inhomogeneous cochains instead. These
arise from the fact that a function Gi+1 → A commuting with the diagonal action of G is
determined by its values on elements of the form

(1, g1, . . . , gi),
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and define the inhomogeneous i-th cochains as all functions f : Gi → A with a slightly denser
formula for the boundary maps:

(dif)(g1, . . . , gi+1) = g1 · f(g2, . . . , gi+1)

+

i∑
j=1

(−1)jf(g1, . . . , gjgj+1, . . . , gi+1) + (−1)i+1f(g1, . . . , gi).
(1.4)

If we denote the resulting complex by C•, there is an isomorphism of complexes

K• Φ
∼−→ C•

sending f : Gi+1 → A to

Φ(f) : Gi → A,

(g1, . . . , gi) 7→ f(1, g1, g1g2, . . . , g1 · · · gi),

whose inverse sends f : Gi → A to the function

(g0, . . . , gi) 7→ g0 · f(g−1
0 g1, . . . , g

−1
0 gi).

As a consequence, we can also compute Hi(G, A) as the i-th cohomology of the complex (C•, d)
of inhomogeneous cochains.

Corollary 1.2.8 Let G be a finite group. If A is a finite G-module, then Hi(G, A) is a finite
abelian group for all i.

Example 1.2.9 (using inhomogeneous cochains)

• The 1-cocycles Z1(G,A) = ker d1 are functions f : G→ A satisfying

f(gh) = g · f(h) + f(g)

for all g, h ∈ G, while the 1-coboundaries B1(G,A) = im d0 are functions of the form

g 7→ g · a− a

for some a ∈ A.

• If A is a trivial G-module, then B1(G,A) is trivial, and Z1(G,A) consists of functions
satisfying f(gh) = f(g) + f(h), which are exactly the group homomorphisms G → A. In
conclusion, for a trivial G-module we have

H1(G, A) = Hom (G,A).

1.3 Functoriality

Given a G-module A and a group homomorphism G′ φ→ G, we can define a G′-module structure
on A by “restriction of scalars”:

h · a = φ(h) · a.

If we denote by φ∗A the resulting G′-module, this defines a functor

φ∗ : ModG → ModG′
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induced by φ, and since AG ⊆ (φ∗A)G
′
, we get a natural transformation

φ∗
0 : H0(G, −)→ H0(G′, φ∗(−))

which extends by universality to a morphism of δ-functors

φ∗
i : Hi(G, −)→ Hi(G′, φ∗(−)).

From now on, we will just write A instead of φ∗A when there is no ambiguity.
We also have functoriality with respect to A, provided that we only consider morphisms which

are compatible with the action under consideration:

Definition 1.3.1 Let A and φ be as above, and let B be a G′-module. We say that a group
homomorphism A

f→ B is compatible with φ if

f(φ(g) · a) = g · f(a)

for all g ∈ G′ and a ∈ A. This means exactly that f is a morphism of G′-modules φ∗A→ B. In
particular, for each i ≥ 0 we get a homomorphism

f∗ : Hi(G, φ∗A)→ Hi(G′, B),

and by precomposing with φ∗
i we get a homomorphism

Hi(G, A)→ Hi(G′, B).

associated with the pair (φ, f) which commutes with the coboundaries. On the level of cochains,
it sends α : Gi → A to

f ◦ α ◦ φ(i) : (G′)
i → B,

where φ(i) := (φ, . . . , φ) : (G′)
i → Gi.

Here are some important examples of the above construction:

Definition 1.3.2

(a) Let A be a G-module, and H a subgroup of G. The inclusion homomorphism H ↪→ G
induces a homomorphism known as the restriction map

Res : Hi(G, A)→ Hi(H, A)

for all i ≥ 0. Using (1.3.1) we see that Res sends a cocycle α : Gi → A to the restriction
of α to Hi, from which the name.

(b) Let A be a G-module, and N a normal subgroup of G. Then, the quotient G/N acts
naturally on AN , and the inclusion of AN in A is compatible with the projection π : G→
G/N . This induces the inflation map

Inf : Hi(G/N, AN )→ Hi(G, A),

On cochains, this amounts to precomposing a function (G/N)i → AN with the homomor-
phism π(i) : Gi → (G/N)i.
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(c) Functoriality is useful even when there is no “change of group”: if A is G-module, given
any element s in G consider the associated automorphism of A

f : A→ A

a 7→ s · a.

Then, f is compatible with the inner automorphism σ of G associated with s−1:

f(σ(g) · a) = f(s−1gs · a) = g · f(a),

and for all i ≥ 0 we get a map

σs : H
i(G, A)→ Hi(G, A).

The above homomorphism is actually the identity, as we will see in Proposition 1.3.6.

We will use the following lemma in the construction of the Hochschild-Serre spectral sequence:

Lemma 1.3.3 Let G be a finite group, and H a subgroup. Then, the forgetful functor

ModG → ModH

preserves injective objects.

Proof. Let A be a G-module. As in the proof of the fact that the category of modules over a
ring has enough injectives, we can embed A in a huge injective G-module

A ↪→ I :=
∏

HomG(A,Q)

Q,

where Q is the injective G-module HomZ(Z[G],Q/Z) (recall that direct products preserve injec-
tives).

Now, suppose that A is an injective G-module. Then, A is a direct factor of I: to find a
retraction, use the injectivity of A applied to the diagram

A I

A.
∃

Therefore, it’s enough to show that I is injective as an H-module. As direct products preserve
injectives, it’s enough to show that Q is injective as an H-module, and since Z[G] is a free
Z[H]-module generated by a finite set of right coset representatives of H in G, we have

Q = IG(Q/Z) ≃ Z[G]⊗Q/Z =

⊕
G/H

Z[H]

⊗Q/Z =
⊕
G/H

Z[H]⊗Q/Z =
⊕
G/H

IH(Q/Z),

and the result follows from the fact that IH(−) preserves injectives (Remark 1.1.7 (a)).
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Shapiro’s Lemma

We now prove an important result which relates the cohomology of a subgroup to that of the
whole group:

Theorem 1.3.4 Let H be a subgroup of G and B an H-module. Then, for every i ≥ 0 there is
a canonical isomorphism

Sh : Hi(G, CoIndGH (B)) ≃ Hi(H, B).

Proof. We claim that the functors

Hi(G, CoIndGH (−)) : ModH → Ab

form a universal δ functor: it’s a δ functor since CoIndGH (−) is exact by Remark 1.1.7 (c), and
it’s effaceable because we can embed B in an injective H-module I, and CoIndGH (I) is injective
by Remark 1.1.7 (a). The claim then follows from Proposition 1.2.3.

Moreover, we can construct a homomorphism

Sh : Hi(G, CoIndGH (B))→ Hi(H, B)

by functoriality, using the map

CoIndGH (B)→ B

f 7→ f(1)

which is compatible with the inclusion H ↪→ G.
By universality, it’s enough to show that this is an isomorphism for i = 0. However, an

element f : G→ B of (CoIndGH (B))G must be constant as

f(x) = (g · f)(x) = f(xg)

for all g, x ∈ G. Finally, by definition of coinduced module it must also satisfy

f(h) = h · f(1)

for all h ∈ H, which means that f(1) ∈ BH .

As a special case of Shapiro’s Lemma, we deduce that IG(A) is cohomologically trivial: this
allows us to prove statements about group cohomology by a technique know as dimension shifting
(as in Proposition 1.3.6 below), which is a concrete incarnation of the universality of derived
functors.

Corollary 1.3.5 Let A be a G-module. Then, the cohomology groups of G with coefficients in
the induced module IG(A) are all zero except for H0(G, IG(A)) ≃ A.

Proposition 1.3.6 The homomorphism σs defined in 1.3.2 (c) is the identity in each degree.

Proof. We prove this by dimension shifting: for i = 0, by construction σs sends a ∈ AG to
s · a = a.

For i > 0, we proceed by induction on i: embed A into IG(A), and let B := Coker(A ↪→
IG(A)). The exact sequence

0→ A→ IG(A)→ B → 0
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gives rise to a long exact sequence in cohomology, and by the compatibility of σs with the
coboundaries and Corollary 1.3.5 we get a commutative diagram with exact rows

Hi(G, I) Hi(G, B) Hi+1(G, A)→ 0

Hi(G, I) Hi(G, B) Hi+1(G, A)→ 0.

σs σs σs

By induction, the middle vertical map is the identity, and it follows that the last one is the
identity as well.

Corollary 1.3.7 Let A be a G-module, and assume that N is a normal subgroup of G. Then,
there is an action of G/N on Hi(G, A) for all i.

Proof. Since N is normal, G acts by conjugation on Hi(N, A) as described in the above example,
and by the previous proposition any n ∈ N acts trivially, so that the action of G/N is well-
defined.

Corestriction

LetH be a subgroup ofG, and A aG-module. We want to define a corestriction map which goes
in the opposite direction of the restriction: in degree 0, it’s given by the “norm” homomorphism

NG/H : AH −→ AG

a 7−→
∑

g∈G/H

g · a.

Remark 1.3.8 This comes from field theory, as we can reinterpret the norm map relative to a tower
of finite field extensions K ⊂ F ⊂ L: in this case A = L×, G = Gal (L/K) and H = Gal (L/F ),
and

NG/H = NF/K : F× → K×

is given by
x 7→

∏
σ∈G/H

σ(x).

In general, we can extend this to a map

Cor : Hi(H, f∗(A))→ Hi(G, A)

where f : H → G is the inclusion homomorphism, because the Hi(H, f∗(−)) form a universal
δ-functor: indeed, it’s effaceable since we can embed A in an injective G-module I, and f∗(I) is
injective by Lemma 1.3.3.
Remark 1.3.9 We can also define the corestriction using Shapiro’s Lemma: the surjection

π : CoIndHG (A)→ A

f 7→
∑

g∈G/H

g · f(g−1)

induces a map
π∗ : Hi(G, CoIndHG (A))→ Hi(G, A),

and if we precompose with Sh−1 : Hi(H, A) → Hi(G, CoIndHG (A)) the resulting map is the
corestriction, as is easily checked in degree 0 (and the general case follows by universality).
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The composite (Cor ◦Res) is as simple as it gets:

Theorem 1.3.10 Let H be a subgroup of G, and A a G-module. Then, the composite

Hi(G, A)
Res−→ Hi(H, A)

Cor−→ Hi(G, A)

is multiplication by the index (G : H).

Proof. In degree 0, we have
AG ↪→ AH → AG,

which sends a ∈ AG to ∑
g∈G/H

g · a = (G : H) · a.

The result then follows from universality, as the homomorphism in question is an endomor-
phism of the universal δ-functor Hi(G, −).

This has a number of useful consequences:

Corollary 1.3.11 Let G be a finite group of order m, and A a G-module. Then, the groups
Hi(G, A) are m-torsion for all i > 0. In particular, if m is invertible in A, then Hi(G, A) = 0
for all i > 0.

Proof. Chossing H to be the trivial subgroup in Theorem 1.3.10, we get that multiplication by m
on Hi(G, A) for i > 0 factors through Hi({1}, A) = 0. For the second statement, the additivity
of the functor Hi(G, −) implies that Hi(G, ·n) is multiplication by n on Hi(G, A).

Corollary 1.3.12 If A is a uniquely divisible G-module, then Hi(G, A) = 0 for all i > 0.

Proof. By the previous corollary all the groups in question are m-torsion with m = |G|, and by
assumption A

·n→ A is an isomorphism for any n > 0, so in particular multiplication by m is an
isomorphism in cohomology.

1.4 The Hochschild-Serre Spectral Sequence

Let G be a group, and N a normal subgroup. The Hochschild-Serre spectral sequence is a useful
gadget which relates the cohomology of G with coefficients in a G-module A in terms of the
cohomology of N with coefficients in A, and of G/N with coefficients in AN .

We will construct this spectral sequence using the following general result by Grothendieck
([Wei94], Th. 5.8.3):

Theorem 1.4.1 (Spectral Sequence of Composed Functors) Let A,B and C be abelian categories,
and assume that A,B have enough injectives. If F : A → B and G : B → C are left-exact additive
functors and F takes injectives to G-acyclic objects, then for any object A in A there exists a
spectral sequence

Ep,q
2 = RpG(RqF (A)) =⇒ Rp+q(G ◦ F )(A).
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We want to apply this theorem to the composition

ModG ModG/N Ab,A 7→AN B 7→BG/N

which is a factorization of the functor

ModG AbA7→AG

(since AG = (AN )G/N ). If we denote by F the functor A 7→ AN , and by G the functor B 7→
BG/N , then by Remark 1.1.7 (a) F preserves injectives, and injective objects are acyclic. This
is almost enough to prove the main result:

Theorem 1.4.2 (Hoschild-Serre) Let G be a group, and N a normal subgroup. Then, for any
G-module A there exists a spectral sequence

Ep,q
2 = Hp(G/N, Hq(N, A)) =⇒ Hp+q(G, A).

Proof. We only need to check that Hq(N,−), which by Corollary 1.3.7 we can view as a functor
ModG → ModG/N , is the right derived functor of F . This is true because RqF (A) is computed
using an injective resolution of A as a G-module, and Lemma 1.3.3 shows that this is also an
injective resolution of A as an N -module.

Remark 1.4.3 With some work, one can show that the edge maps of the spectral sequence

En,0
2 = Hn(G/N, AN ) −→ Hn(G, A)

and
Hn(G, A) −→ E0,n

2 = Hn(N, A)G/N

are the inflation and restriction maps, respectively.
The convergence of above spectral sequence amounts to the existence, for every n > 0, of a

finite filtration

Hn(G, A) = F 0 ⊇ F 1 ⊇ . . . ⊇ Fn ⊇ Fn+1 = 0

such that
F p/F p+1 ≃ Ep,n−p

∞ , (1.5)

where Ep,n−p
∞ is a subquotient (i.e. quotient of a subobject) of Ep,n−p

2 = Hp(G/N, Hn−p(N, A)).
A careful analysis of these filtrations in low degrees yields a 5-term exact sequence relating

some of the functorial maps which we have defined:

Corollary 1.4.4 Let G be a group, N a normal subgroup, and A a G-module. Then, there is a
5-term exact sequence

0→ H1(G/N, AN )
Inf→ H1(G, A)

Res→ H1(N, A)G/N → H2(G/N, AN )
Inf→ H2(G, A)

Moreover, if the cohomology of N with coefficients in A is trivial up to degree n− 1 we also
get a short exact sequence in degree n:

Corollary 1.4.5 With the notations of the previous corollary, let n ≥ 2 and suppose that
Hi(N, A) = 0 for all 0 < i < n. Then, there is a short exact sequence

0→ Hn(G/N, AN )
Inf→ Hn(G, A)

Res→ Hn(N, A)G/N .
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Proof. The triviality assumption implies that Ep,q
2 = 0 for 0 < q < n. Thus, for p + q = n

the only non-trivial terms are E0,n
∞ and En,0

∞ . In this case, we have En,0
∞ = En,0

2 and E0,n
∞ is a

subobject of E0,n
2 (as in figure 1.4 for n = 2) Moreover, there exists a filtration

0 ⊂ Fn ⊂ Hn(G, A),

and by taking cokernels and composing with an inclusion we get the desired short exact sequence:
indeed, by (1.5) we have the identifications

Fn = En,0
∞ = Hn(G/N, AN ),

Hn(G, A)/Fn = E0,n
∞ ⊂ E0,n

2 = Hn(N, A)G/N .

2 E0,2
2

1 0 0 0

0 E2,0
2

0 1 2

2 E0,2
3

1 0 0 0 0

0 E2,0
∞ E3,0

3

0 1 2 3

2 E0,2
∞

1 0 0 0

0 E2,0
∞

0 1 2

1.5 Cohomology of Finite Cyclic Groups

Let G = {1, s, . . . , sn−1} be a finite cyclic group of order n generated by an element s, and let
A be a G-module. To compute the cohomology groups Hi(G, A), we consider the following free
resolution of Z as a G-module:

. . . Z[G] Z[G] Z[G] Z[G] Z 0.N s−id N s−id ε (1.6)

Here, N denotes the norm map

N(x) =

n−1∑
i=0

si · x,

ε is the augmentation map
n−1∑
i=0

ais
i 7→

n−1∑
i=0

ai,

and (s− id) is the map
x 7→ s · x− x.

As HomG(Z[G], A) is isomorphic to A through the map f 7→ f(1), applying the functor
HomG(−, A) to the above resolution gives a complex

A
0

A
1

A
2

A
3

. . .
s−id N s−id
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where the maps on A are defined by the same formulas as above. This computes the cohomology
of G with coefficients in A: 

H0(G, A) = AG,

H2i(G, A) = AG/N(A) for i > 0,

H2i+1(G, A) = ker(N)/(s− id)A.

(1.7)

In particular, if A is a trivial G-module, we get
H0(G, A) = A,

H2i(G, A) = A/nA for i > 0,

H2i+1(G, A) = ker(A
·n→ A).

(1.8)



Chapter 2

Cohomology of Profinite Groups

In this chapter we extend the notion of group cohomology to profinite groups, which are projective
limits of finite groups, and as such have a natural topology. We will see that the cohomology of
a profinite group can be reduced to the cohomology of its finite quotients, and how this relates
to infinite Galois theory.

2.1 Profinite Groups

Definition 2.1.1 A profinite group is a topological group which is isomorphic to the projective
limit of a projective system of finite groups.

Here, the topology on the projective limit of a projective system (Gi, φij) is the one induced
by the product topology on

∏
Gi, where we endow each finite group with the discrete topology.

This makes lim←−Gi into a compact, Hausdorff, and totally disconnected topological group (it’s
a closed subspace of the product). Recall that an explicit description of the projective limit is
given by

lim←−Gi =
{
(gi) ∈

∏
Gi | φji(gj) = gi for all i ≤ j

}
.

Remark 2.1.2 This actually gives an equivalent characterization: a topological group G is profi-
nite if and only if it is compact, Hausdorff, and totally disconnected ([NSW00], Th. 1.1.3).

In any topological group, the open subgroups are also closed, being the complement of the
union of the other cosets. In a profinite group, open subgroups are exactly the closed subgroups
of finite index: indeed, if H is a open, then the cosets of H form a finite open cover of G, and
by compactness there is a finite subcover which shows the finiteness of G/H; conversely a closed
subgroup of finite index is the complement of a finite union of closed sets, hence open.

Note that we can always assume the transition maps φij are surjective by restricting them
to the image of the natural projections G → Gi (Cor. 1.1.8 (a) of [RZ10]), and the limit of the
corresponding system is isomorphic to G. By compactness, the resulting projections G↠ Gi are
surjective as well (loc. cit. Prop. 1.1.10). An example of such a surjective projective system is
given by the finite quotients of the open normal subgroups of G.

Finally, the profinite topology is uniquely determined by the fact that the identity 1 ∈ G
admits a basis of open neighborhoods (Γi) which are normal in G, and

lim←−
i

G/Γi ≃ G

(we can take the (Γi) to be the kernel of G→ Gi).

17
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The morphisms under consideration between two profinite groups G,H are the continuous
group homomorphisms, which we denote by Homc(G,H).

Example 2.1.3 (Profinite Groups)

• By the characterization of Remark 2.1.2, any finite group is profinite with the discrete
topology.

• Let K be a field, and fix a separable closure K of K. Then, the absolute Galois group
Gal

(
K/K

)
is profinite: indeed, by writing K is the inductive limit of the finite Galois

extensions (Ki) of K contained in K and setting Gi := Gal (Ki/K), we get a surjective
projective system of finite groups whose projective limit is Gal

(
K/K

)
.

More generally, given a (possibly infinite) Galois extension L/K, there is a one-to-one
correspondence between the closed subgroups H < Gal (L/K) and the intermediate field
extensions K ⊂ F ⊂ L, which is given by H 7→ LH and F 7→ Aut(L/F). In this cor-
respondence, normal subgroups correspond to Galois extensions, and open subgroups to
finite extensions (as they the closed subgroups of finite index). The idea of introducing a
topology on the Galois group in order to restore the correspondence in the infinite case is
originally due to Wolfgang Krull.

• Any closed subgroup H of a profinite group G is profinite. By using a surjective system
(Gi, φij), one shows that the closed subgroups of G are exactly those of the form lim←−Hi

for subgroups Hi < Gi such that φij restricts to a surjection Hj → Hi for all i ≤ j.

We now introduce a notion of index for closed subgroups of a profinite group:

Definition 2.1.4 (Supernatural Number) A supernatural number is a formal product of
(possibly infinite) prime powers

n =
∏

p prime

pnp ,

where np ∈ N ∪ {∞}. There are well-defined notions of multiplication, divisibility and greatest
common divisor/lower common multiple which extend the usual ones (e.g. the lcm of a set of
supernatural numbers is just the supremum).

Example 2.1.5

• If L/K is an algebraic extension, then the degree [L : K] is a supernatural number, equal
to the supremum of the degrees of its finite subextensions.

• If Fp is an algebraic closure of Fp, then

[Fp : Fp] =
∏

p prime

p∞.

Definition 2.1.6 Let G be a profinite group with G↠ Gi. Then, the index of a closed subgroup
H = lim←−Hi of G is the supernatural number

[G : H] := sup[Gi : Hi],

which coincides with lcm [G/U : H/H ∩ U ] for U ranging over all open normal subgroups of G.
The order of G is the index [G : {1}], or equivalently

|G| := sup |Gi| = lcm [G : U ].
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For finite groups, this notion of index coincides with the usual one, and it’s “multiplicative”
in the sense that [G : H] = [G : K][K : H] for closed subgroups H < K < G.

Example 2.1.7

• |Zp| = p∞.

• |Ẑ| =
∏

p p
∞.

One of the properties shared with finite groups is the existence of p-Sylow subgroups:

Definition 2.1.8 A pro-p-group is a profinite group G such that |G| is a power of p. Given a
profinite group G, a p-Sylow subgroup is a closed subgroup H < G which is a pro-p group
with [G : H] prime to p.

Proposition 2.1.9 Let G be a profinite group. Then, for any prime p there exists a p-Sylow
subgroup of G, and any two p-Sylows are conjugate. Moreover, any pro-p-subgroup of G is
contained in a p-Sylow.

This follows from the analogous statement for finite groups, by a careful passage to the limit.

Example 2.1.10 For any prime p, the ring of p-adic integers Zp is a pro-p-group, and it’s the
unique p-Sylow of Ẑ.

Example 2.1.11 The profinite completion of a discrete group G is a profinite group Ĝ together
with a homomorphism G→ Ĝ which is universal with respect to homomorphisms into profinite
groups: for any H profinite and for any homomorphism f : G → H, there exists a unique
continuous homomorphism f̂ : Ĝ→ H making the diagram

G Ĝ

H
∃!f̂

commute. The profinite completion can be constructed as the projective limit of the quotients
G/N for N normal of finite index.

2.2 Discrete G-Modules

We now adapt the definition of a G-module to the case of a profinite group:

Definition 2.2.1 (Discrete G-module) A discrete G-module is an abelian group A equipped
with a continuous action of G. In other words, for any a ∈ A the map

G→ A

g 7→ g · a

is continuous, and a 7→ g · a is a homomorphism for all g ∈ G.

Remark 2.2.2 This is equivalent to

(a) asking that the stabilizer St (x) of any element x ∈ A is open in G.

(b) requiring that A is the union of the AU , where U ranges over the set of all open subgroups
of G.



CHAPTER 2. COHOMOLOGY OF PROFINITE GROUPS 20

The category of discrete G-modules ModcG is a full abelian subcategory of the category of all Z[G]
modules ModG, and it has enough injectives ([Wei94], Prop. 6.11.10).

Remark 2.2.3 If A is a discrete G-module, then A is finitely generated as a Z[G]-module if and
only if it is finitely generated as a Z-module. This is because the stabilizer St (x) of any element
x ∈ A is open, and thus of finite index in G.

Example 2.2.4 (Galois Theory) Later, in the case of G = Gal
(
K/K

)
we will consider as

discrete G-modules the additive and multiplicative groups K and K
×

respectively, as well as the
group of roots of unity µn ⊂ K

×
and the trivial module Z/nZ.

2.3 Passage to the Limit

We now want to define the cohomology of a profinite group G with coefficients in a discrete
G-module. As category of discrete G-modules has enough injectives, we are tempted to use
the derived functors of A 7→ AG again. However, there’s a caveat: the abelian category ModcG
does not have enough projectives: the main issue is that Z[G] is not a discrete G-module, as
its stabilizers are trivial. Therefore, keeping in mind our application to field theory, we define
cohomology through (continuous) cochains directly to reduce to the cohomology of a profinite
group to that of its finite quotients.

Definition 2.3.1 Let A be a discrete G-module. We define Ci(G,A) to be the set of all
continuous functions Gi → A. The coboundary maps di : Ci(G,A) → Ci+1(G,A) are defined
exactly as in (1.4), and we denote by Hi(G, A) the cohomology of the complex (C•(G,A), d•).

Theorem 2.3.2 Suppose that (Gi) is a projective system of profinite groups and (Ai) is an
inductive system of discrete Gi-modules such that the transition maps of the two systems are
compatible. Then, for any n ∈ N the natural map

lim−→Cn(Gi, Ai)→ Cn(G,A)

induces an isomorphism in cohomology:

Hn(G, A) ≃ lim−→Hn(Gi, Ai),

where G := lim←−Gi and A := lim−→Ai.

The proof of the theorem is tricky but elementary, and relies on topological arguments using
the compactness of each Gi and the fact that continuous functions into a discrete space are
locally constant (see [Har20], Th. 4.1.8).

In view of Remark 2.2.2, this implies that we can compute the cohomology of a profinite
group by passing to the limit over the cohomology of its finite quotients:

Corollary 2.3.3 Let A be a discrete G-module. Then,

Hi(G, A) = lim−→Hi(G/U, AU ),

where U ranges over all open normal subgroups of G.

As a consequence we find that the cohomology of a profinite group with coefficients in a
discrete G-module is always a torsion group, as in the above limit each term is |G/U |-torsion by
the finite case.
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Corollary 2.3.4 Let A be a discrete G-module. Then, Hi(G, A) is a torsion group for all i > 0.

Keeping in mind Remark 2.2.3, writing A as the inductive limit of its finitely generated
sub-G-module yields the following corollary:

Corollary 2.3.5 Let A be a discrete G-module, and write A =
⋃
B where B ranges over the

finite type sub-G-modules of A. Then,

Hi(G, A) = lim−→Hi(G, B).

Example 2.3.6 If (Gi) is a filtered family of open subgroups of G profinite where we take the
transition maps to be inclusions, then

G := lim←−Gi =
⋂
Gi

is closed in G and thus profinite. By Theorem 2.3.2 we get

Hi(G, A) ≃ lim−→Hi(Gi, A).

for any discrete G-module A.

Remark 2.3.7 The functor Hi(G, −) we just defined is a δ-functor, as the functor Ci(G,−) is
exact. As in degree zero it coincides with A 7→ AG, if we show that it is universal then it will be
the right derived functor of A 7→ AG.

Indeed, Hi(G, −) is effaceable: if we embed A ↪→ I for an injective object I in ModcG, we see
that IU is injective as a Z[U ]-module for any open normal subgroup U of G, and thus

Hi(G, I) = lim−→Hi(G/U, IU ) = 0.

Lemma 2.3.8 Let G be a profinite group and H a closed subgroup. If I is injective object in
ModcG, then I is an injective object in ModcH.

The proof ultimately relies on the analogous result for finite groups 1.3.3, and it passes
through Baer’s criterion for injectivity (see [Har20], Prop. 4.25).

We now state the properties of the cohomology of profinite groups which are carried over by
passage to the limit from those developed in the first chapter. The general philosophy is that
we have to require subgroups to be closed (open when finiteness of cosets is needed), and maps
defined on G to be continuous.
Remark 2.3.9 Let G be a profinite group.

• For any closed subgroup H < G and any discrete G-module A, we can define the coinduced
module CoIndGH A as in the finite case, provided we only take continuous functions G→ A,
and IG(A) is still acyclic. However, there is no notion of induced module from H to G,
because Z[G] is not a discrete G-module.

• For any closed subgroup H < G, Shapiro’s Lemma holds with the same proof: although
by the above observation we don’t have the isomorphism (1.1), CoIndGH is still right exact.
Indeed, we can reduce to the case of finite groups because continuous functions G → A
have finite image and thus factor through a finite quotient G/U for some open normal
subgroup U of G, as these form a basis of neighborhoods of the identity; more precisely,
we have an isomorphism

CoIndGH A ≃ lim−→CoInd
G/U
HU/U (AU∩H).

Moreover, the functorial homomorphisms inflation, restriction and “conjugation” are defined
as for finite groups.
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• If H is closed and normal, the Hochschild-Serre spectral sequence and its consequences are
still valid (we can use Lemma 2.3.8 to adapt the previous proof).

• If U < G is open, we can define the corestriction homomorphism

Cor : Hi(U, A)→ Hi(G, A),

and Theorem (1.3.10) continues to hold together with its corollaries.

• Finally, if U is open and A,B are discrete G-modules the isomorphism 1.1.7 (b) is well-
defined.

2.4 Cohomological Dimension

In the following, we denote by A{p} the p-primary component of an abelian group A, that is
the subgroup of elements whose order is a power of p; we instead write A[n] for the n-torsion
subgroup of A, i.e. the subgroup of elements killed by n. Finally, we say a non-zero discrete
G-module is simple if it has no proper non-trivial submodules.

Definition 2.4.1 Let G be a profinite group. For p a prime number, the cohomological p-
dimension cdp (G) of G is the smallest n such that

Hi(G, A){p} = 0

for all i > n and all discrete torsion G-modules A. If there is no such n, we set cdp (G) = ∞.
Note that the above condition is equivalent to the vanishing of the p-torsion of the corresponding
cohomology groups.

The cohomological dimension of G is then defined as the supremum of the cohomological
p-dimensions over all prime numbers:

cd (G) := supp cdp (G).

Remark 2.4.2 If the order of G is not divisible by some prime p, then the cohomological p-
dimension of G is 0, as by Corollary 2.3.3 the cohomology groups in question are inductive limits
of torsion groups whose order is not divisible by p.

We now develop a few helpful criterions for computing cohomological dimension:

Theorem 2.4.3 Let G be a profinite group. For p prime and n ∈ N, the following are equivalent:

(a) cdp (G) ≤ n.

(b) Hi(G, A) = 0 for all i > n and all p-primary discrete G-modules A.

(c) Hn+1(G, A) = 0 for all discrete G-modules which are p-torsion and simple as Z[G]-
modules.

Proof. The implications (a)⇒(b) and (b)⇒(c) are clear. Moreover, (b)⇒(a) as for any i > 0 we
have

Hi(G, A){p} = Hi(G, A{p})

and cohomology commutes with direct sums (this follows from Theorem 2.3.2).
For the implication (c)⇒(b), we first show that Hn+1(G, A) = 0 for all finite p-primary G-
modules by induction on n := |A|. Without loss of generality, assume A is non-zero. If A is
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simple, then by assumption Hn+1(G, A) = 0. Otherwise, it has a proper non-trivial submodule
B, and there is an exact sequence

0→ B → A→ A/B → 0

with |A/B|, |B| < |A|, and we conclude by induction using the long exact sequence in cohomology.
To remove the finiteness assumption, we can write any p-primary A as the inductive limit of its
finitely generated sub-G-modules Bi, and since each Bi is a finitely generated torsion group, it
must be finite. Therefore, Hn+1(G, A) = 0 for any p-primary discrete G-module A.

To get the result for every i > n, we argue by dimension shifting using the short exact
sequence

0→ A→ IG(A)→ IG(A)/A→ 0

and the fact that IG(A) is p-primary, since continuous functions G→ A are locally constant and
thus have finite image by compactness.

Lemma 2.4.4 Let G be a finite p-group, and A a finite p-primary G-module. Then, AG ̸= 0.

Proof. If A1, . . . , Ak are the orbits of A \AG, then p divides |Ai| and the formula

|A| = |AG|+
∑
i

|Ai|

shows that p divides |AG|.

This implies a practical characterization for the cohomological dimension of a pro-p-group:

Theorem 2.4.5 Let G be a pro-p-group, and n a natural number. Then,

cdp (G) ≤ n ⇐⇒ Hn+1(G, Z/pZ) = 0.

Proof. For the non-trivial implication, by Theorem 2.4.3 we need to show that Hn+1(G, A) = 0
for any simple p-torsion G-module A. We claim that any such module is isomorphic to Z/pZ: the
G-module generated by any non-zero a ∈ A is finitely generated and torsion, and by simplicity
it must be all of A, so A must be finite. Therefore, the union of its stabilizers V is open in G,
and its core

U :=
⋂

s∈G/V

s−1V s

is a normal open subgroup which acts trivially on A, so we can view A as a simple G/U -module.
By Corollary 2.3.3 we are down to the case of a finite p-group, where AG ̸= 0 by Lemma 2.4.4
and as A is simple we find A = AG, so the action is trivial. Finally, any non-zero element a ∈ A
generates A by simplicity and it has order p, so A ≃ Z/pZ as an abelian group.

Example 2.4.6 If G is the group of p-adic integers Zp, by Theorem 2.3.2 we can compute

H2(G, Z/pZ) = lim−→
n

H2(Z/pnZ, Z/pZ)

where each term is isomorphic to Z/pZ by 1.8, and the transition maps are given by inflation:

H2(Z/pnZ, Z/pZ) Inf→ H2(Z/pn+1Z, Z/pZ). (2.1)
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Since the inflation has an explicit expression in terms of the resolution of Z by inhomogeneous
cochains, we can compute it by extending idZ to a map between the resolutions of Z as a Z/pn+1Z-
module and a Z/pnZ-module respectively constructed in 1.6 by Theorem 2.2.6 of [Wei94] (which
says that such a lifting is unique up to chain homotopy), as Z[Z/pnZ] is also a Z/pn+1Z-module
and they are thus both projective resolutions in the category of Z/pn+1Z-modules. Carrying out
this computation up to degree 2 of the aforementioned resolutions and denoting by sp and s the
generators of Z/pnZ and Z/pn+1Z, we get the following diagram:

Z[Z/pn+1Z] Z[Z/pn+1Z] Z[Z/pn+1Z] Z

Z[Z/pnZ] Z[Z/pnZ] Z[Z/pnZ] Z

s7→psp

N

s7→sp

s−id

s7→sp

ε

N sp−id ε

Applying Hom(−,Z/pZ) to the above diagram, we deduce that the transition maps (2.1) are
induced by multiplication by p on Z/pZ, and are thus all zero. As a consequence, H2(G, Z/pZ) =
0 and thus cdp (Zp) ≤ 1 by Theorem 2.4.5. For the other inequality, note that

H1(Zp, Z/pZ) = Homc(Zp,Z/pZ) = Z/pZ ̸= 0,

as any homomorphism Zp → Z/pZ factors through Zp/pZp. Therefore, cdp (Zp) = 1.

Lemma 2.4.7 Let G be a profinite group, A a discrete G-module and p a prime number. If H is
a closed subgroup of G of index prime to p, then the restriction map is injective on the p-primary
component:

Hi(G, A){p} Res
↪→ Hi(H, A)

for all i > 0.

Proof. By definition of index, can reduce to the case where (G : H) is finite via Corollary 2.3.3.
Then, the claim follows from the formula Cor ◦Res = ·(G : H) of Theorem 1.3.10.

Lemma 2.4.8 Let G be a pro-p group of finite cohomological dimension n. Then, if A is a
non-zero finite p-primary G-module, we have

Hn(G, A) ̸= 0.

Proof. Let A′ ⊂ A be a proper maximal sub-G-module of A. Then, A/A′ is a non-zero finite
p-primary module, so by Lemma 2.4.4 the order of (A/A′)G is divisible by p, and in particular
Z/pZ ⊂ A/A′, which implies A′ ⊊ π−1(Z/pZ) ⊂ A. By maximality of A′, we obtain A/A′ =
Z/pZ, and the exact sequence

0→ A′ → A→ Z/pZ→ 0

induces a long exact sequence in cohomology which concludes the proof:

Hn(G, A)→ Hn(G, Z/pZ)→ 0 = Hn+1(G, A′).

Proposition 2.4.9 Let G be a profinite group. Then, for any closed subgroup H of G we have

cdp (H) ≤ cdp (G).

Furthermore, we have equality in the following cases:
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• if p ∤ (G : H);

• if H is open and cdp (G) <∞.

Proof. The inequality follows from Shapiro’s Lemma (1.3.4), which reduces the cohomology of
any p-primary H-module A to that of the p-primary G-module CoIndGH A.

If p does not divide (G : H), then we can use Lemma 2.4.7 to reduce the cohomology of any
p-primary G-module to its cohomology as an H-module, which implies the equality.

If H is open, we can reduce to the case of a pro-p-group: take a p-Sylow Hp of H and a
p-Sylow Gp of G containing Hp; then, Hp is open in Gp because Gp ∩H = Hp. Now assume G
is a pro-p-group, and set n := cdp (G). Applying Shapiro’s Lemma, we get

Hn(H, Z/pZ) ≃ Hn(G, CoIndGH (Z/pZ)) ̸= 0

by Lemma 2.4.8 as CoIndGH (Z/pZ)) is finite of order p(G:H), so cdp (H) ≥ n by Theorem 2.4.5
and we are done.

Corollary 2.4.10 If Gp is a p-Sylow of G, then

cdp (G) = cdp (Gp) = cd (Gp).

Example 2.4.11 By the above corollary and Example 2.4.6, we get cdp (Ẑ) = cdp (Zp) = 1 for
any prime p, which implies cd (Ẑ) = 1.

Proposition 2.4.12 Let G be a profinite group, and H�G a normal and closed subgroup. Then,
for any prime number p

cdp (G) ≤ cdp (H) + cdp (G/H).

Proof. Let m := cdp (H) and n := cdp (G/H), and assume that m,n < ∞. The claim then
follows from the Hochschild-Serre spectral sequence: if A is a p-primary discrete G-module, we
want to show that the cohomology of G with coefficients in A vanishes in degree greater than
cdp (H) + cdp (G/H). The spectral sequence reads

Ei,j
2 = Hi(G/H, Hj(H, A))⇒ Hi+j(G, A),

and Ei,j
2 vanishes for i > cdp (G/H) or j > cdp (H) by assumption. Thus, if i+ j is greater than

cdp (H) + cdp (G/H), we have Hi+j(G, A) = 0 as it admits a filtration by successive quotients
of subquotients of the terms on the left hand side.

2.5 Galois Cohomology

In this chapter, we denote by K the separable closure of a field K, and by ΓK the absolute
Galois group Gal

(
K/K

)
. If M is a discrete ΓK-module and L/K is a Galois extension, fixing

an inclusion K
ι
↪→ L which extends K ↪→ L produces a continuous homomorphism

φ : ΓL → ΓK

and by functoriality a homomorphism

φ∗ : Hi(ΓK , M)→ Hi(ΓL, M).

If we change the inclusion ι, this changes φ by an inner automorphism of ΓK , which by Proposition
1.3.6 induces the identity in cohomology, and therefore φ∗ is independent of the choice of ι. This
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shows that different separable closures of K yield canonically isomorphic cohomology groups.
For this reason, we are led to adopt the following notation:

Hi(K, M) := Hi(ΓK , M).

The additive group is cohomologically trivial:

Proposition 2.5.1 Let L/K be a finite Galois extension of fields with group G = Gal (L/K).
Then,

Hi(G, L) = 0

and
Hi(K, K) = 0

for all i > 0.

Proof. By the Normal Basis Theorem, we know that L is isomorphic to K[G] ≃ K ⊗Z Z[G] as
a G-module, and since G is finite we can use the isomorphism (1.1) to conclude that L is the
induced module IG(K), which is cohomologically trivial by Corollary 1.3.5.

The second claim then follows by Corollary 2.3.3:

Hi(K, K) = lim−→
L/K

fin. Galois

Hi(Gal (L/K), L) = 0.

Proposition 2.5.2 (Artin-Schreier) Let K be a field of characteristic p > 0, and consider the
map Φ(x) := xp − x from K to itself. Then,

H1(K, Z/pZ) ≃ K/Φ(K)

and Hi(K, Z/pZ) = 0 for i > 1.

Proof. Note that Φ is additive because we are in characteristic p, and it is surjective because K
is separably closed and the polynomial Xp −X − a is separable for any a ∈ K. The kernel of Φ
is the prime subfield of K, which is isomorphic to Z/pZ as a ΓK-module. The result then follows
from the short exact sequence of ΓK-modules

0→ Z/pZ→ K
Φ→ K → 0,

from which we get a long exact sequence in cohomology

0→ Z/pZ→ K
Φ−→ K →H1(K, Z/pZ)→ 0 = H1(K, K)

−→ 0→ H2(K, Z/pZ)→ 0→ . . .
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Hilbert 90

We now consider the multiplicative group of a field as a discrete module with the Galois action:

Theorem 2.5.3 (Hilbert 90) Let L be a finite Galois extension of K with Galois group G. Then,
H1(G, L×) = 0 and H1(K, K

×
) = 0.

Proof. The second claim follows from the first, as by Corollary 2.3.3

H1(K, K
×
) = lim←−H

1(Gal (L/K), L×)

where the limit is taken over all finite Galois extensions L/K.
Now let (s 7→ as) ∈ Z1(G,L×) be a cocycle. The cocycle condition translates to

ast = as · s(at) ⇐⇒ s(at) = a−1
s ast.

By Dedekind’s Theorem on independence of characters, there is some c ∈ L× such that

b :=
∑
t∈G

at · t(c) ∈ L×

is non-zero. Then, for any s ∈ G the computation

s(b) =
∑
t∈G

s(at) · (st)(c) =
∑
t∈G

a−1
s ast · (st)(c) = a−1

s b

shows that (s 7→ as) is a coboundary: as = s(b−1)/b−1.

Kummer Theory

Let K be a field which contains a primitive n-th root of unity. Then, Kummer theory classifies
the abelian extensions of K whose exponent divides n: it states that any such an extension is
obtained by adjoining n-roots, that is roots of polynomials of the form Xn−a for some a ∈ K×.
For instance, if a has order m in K× modulo the n-th powers K×n, then K( n

√
a) is a cyclic

extension of degree m.
We can reinterpret this result using group cohomology:

Proposition 2.5.4 Let K be a field and assume that n is invertible in K. If µn is the group of
all n-th roots of unity in K, then we have an isomorphism

H1(K, µn) ≃ K×/K×n.

Proof. As the map x 7→ xn is surjective on K
×

, we have a short exact sequence

1→ µn → K
× ·n→ K

× → 1

which gives rise to a long exact sequence in cohomology:

0→ µn(K)→ K× ·n→ K× → H1(K, µn)→ 0

Here µn(K) is the group of n-th roots of unity contained in K, and the last term vanishes by
Hilbert 90. By exactness, we conclude that H1(K, µn) ≃ K×/K×n.
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Remark 2.5.5 When K contains a primitive n-th root of unity, the action of ΓK on µn is trivial,
so we can identify H1(K, µn) with

H1(K, Z/nZ) = Homc(ΓK ,Z/nZ).

For any such homomorphism ΓK
f→ Z/nZ, the kernel of f is a closed normal subgroup, to which

we can associate (by Galois theory) an abelian extension L of K:

Gal (L/K) ≃ ΓK/ker f ↪→ Z/nZ.

We thus recover the Kummer correspondence for cyclic extensions of degree diving n.

Brauer Group of a Field

Definition 2.5.6 Let K be a field. The Brauer group of K is

Br (K) := H2(K, K
×
).

Given an extension L/K, by functoriality we have a map Br (K)→ Br (L), which is well-defined
by the the discussion at the beginning of the chapter.
Remark 2.5.7 The Brauer group of a field K can also be described as the group of equivalence
classes of finite-dimensional central simple algebras over K. This is a very rich theory which
allows one to do explicit computations, as we will see in the next chapter. However some of the
properties of the Brauer group are more easily derived via the cohomological approach (such as
the fact that it is a torsion group). For the equivalence between the two definitions, see [GS06]
§4.4.

Proposition 2.5.8 Let n be a positive integer which is invertible in K. Then, the n-torsion of
the Brauer group is the cohomology of the group µn of n-th roots of unity:

Br (K)[n] = H2(K, µn).

If moreover K contains µn, then the action of ΓK on µn is trivial, and we deduce

Br (K)[n] ≃ H2(K, Z/nZ)

by choosing a generator of µn.

Proof. This follows from the Kummer exact sequence

1→ µn → K
× ·n→ K

× → 1,

by inspecting the long exact sequence in cohomology and using Hilbert 90:

H1(K, K
×
) = 0→ H2(K, µn)→ Br (K)

·n−→ Br (K)→ 0.

Example 2.5.9

(a) Let K be a separably closed field. Then, ΓK = 0 and thus Br (K) = 0.

(b) The Brauer group of a finite field Fq is trivial, because Gal (Fq/Fq) = Ẑ has cohomological
dimension 1 by Example 2.4.11.

(c) Using the cohomology of cyclic groups, we can compute the Brauer group of R:

Br (R) = H2(Gal (C/R), C×)
1.7
= R×/R>0 ≃ Z/2Z,

where we used the fact that the norm map N(x) = xx has image R>0.
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Cohomological Dimension of a Field

Definition 2.5.10 Let K be a field with absolute Galois group ΓK and fix a prime number p. If
the characteristic of K is different from p or K is perfect of charK = p, then the cohomological
dimension of K is

cd (K) := cd (ΓK).

The above restriction on the characteristic of K is justified by the following fact:

Proposition 2.5.11 If K is a field of positive characteristic p, then cdp (K) ≤ 1.

Proof. Consider a p-Sylow subgroup Gp of ΓK . Then, Gp is of the form AutL (K) for some
intermediate extension K ⊂ L ⊂ K. By Corollary 2.4.10, cd (K) = cd (Gp), and thanks to the
criterion 2.4.5 it’s enough to show

H2(L, Z/pZ) = 0,

which follows from Artin-Schreier (2.5.2) as L is a field of characteristic p.

Proposition 2.5.12 Let K be a field and p a prime different from the characteristic of K.
Then, the following are equivalent:

(a) cdp (K) ≤ 1,

(b) Br (L)[p] = 0 for any algebraic separable extension L/K.

(c) Br (L)[p] = 0 for any finite separable extension L/K.

Proof. Suppose (a), and let L be a separable algebraic extension of K. By Galois theory, L
corresponds to a closed subgroup H of ΓK , and by Proposition 2.4.9 we have

cdp (L) ≤ cdp (K) ≤ 1.

Therefore, by Proposition 2.5.8 we get Br (L)[p] = H2(L, µp) = 0. The implication (b)⇒(c) is
immediate.

Finally, if (c) holds, consider a p-Sylow Gp of ΓK and set Kp := K
Gp . Then, the p-th roots

of unity of K are contained in Kp: indeed, the degree [Kp(µp) : Kp] is a power of p by Galois
correspondence, but it must divide p− 1; therefore, H2(K, Z/pZ) = H2(Kp, µp). Now, given a
finite separable extension K ⊂ E ⊂ Kp which contains µp, by hypothesis we have Br (E)[p] = 0.
Since we can write Kp as the union of such extensions, we deduce⋂

E fin. sep. over K
µp⊂E⊂Kp

Gal (K/E) = ΓKp
,

and by Example 2.3.6 we can compute

H2(Kp, Z/pZ) = H2(Kp, µp) = lim−→
E

H2(E, µp) = lim−→
E

Br (E)[p] = 0.

Using the criterion 2.4.5 and Corollary 2.4.10, we conclude that cdp (K) = cdp (Kp) ≤ 1.



Chapter 3

Local Fields

In this chapter we are going to recall some notions of algebraic number theory over local fields,
that is fields which are complete with respect to a discrete valuation with finite residue field.
These fields turn out to be isomorphic to a finite extension of either the p-adic numbers Qp or
the Laurent series κ((t)) over a finite field κ.

We will see how to describe the structure of local fields by looking at certain filtrations of
their units, how the extensions of their residue field is related to unramped extensions of the field
itself, and compute their Brauer group. The exposition of these topics will mainly follow [Ser79].

3.1 Complete Discretely Valued Fields

Let A be a discrete valuation ring (or DVR), that is a local principal ideal domain of Krull
dimension 1. If m is its maximal ideal we denote by κ its residue field; a generator π of m is said
to be a uniformizer of A. Since A is local, the group of invertible elements A× is just A \m.

It follows that every non-zero element x of A can be written uniquely as

x = u · πn (3.1)

for some u ∈ A× and n ∈ N; by setting v(x) := n and v(0) :=∞ we get a valuation on A, that
is a map v : K := Frac (A)→ Z ∪ {∞} which satisfies

• v(x) =∞ if and only if x = 0,

• v(xy) = v(x) + v(y),

• v(x+ y) ≥ min{v(x), v(y)}.

(to extend the valuation to the field of fractions K of A we just set v(x/y) = v(x)− v(y)).
In this situation, A is said to be the ring of integers of K, that is the subring of K consisting

of elements with non-negative valuation. Note that A× consists of the elements of A whose
valuation is zero.

Remark 3.1.1 If K has positive characteristic p, then the residue field κ has to be a finite field
of characteristic p. In the same way, if κ has characteristic 0 then the characteristic of K is
necessarily 0. These are the equal characteristic cases; however, there are important examples
where charK = 0 but charκ = p (the mixed characteristic case):

Example 3.1.2 (Discrete Valuation Rings)

30
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• If p is a prime number, then the localization Z(p) of Z at the ideal (p) is a discrete valuation
ring, with maximal ideal (p), fraction field Q and residue field Z/pZ. The valuation is
induced by the p-adic valuation on Z, which assigns to a non-zero integer x the largest
integer n such that pn divides x.

• The ring of p-adic integers Zp := lim←−n
Z/pnZ is a discrete valuation ring with maximal

ideal (p) and residue field Z/pZ. It is the completion of Z(p) with respect to its maximal
ideal, and its units are the elements u = (un) with u1 ̸= 0. The valuation of a non-zero
element x = (xn) is 0 if x ∈ Z×

p , and the largest n such that xn = 0 otherwise. Its fraction
field Qp is called the field of p-adic numbers.

• The ring of formal power series κ[[t] with coefficients in a field κ is a discrete valuation
ring, with the valuation of a non-zero power series

∑
n≥0 ant

n being the smallest n such
that an ̸= 0. Its residue field is κ = κ[[t]]/(t), and its fraction field is the field of Laurent
series κ((t)).

Let a be a real number between 0 and 1. Given a discrete valuation ring A, the valuation v
on its fraction field K defines an ultrametric absolute value on K by setting |x| = av(x) for
x ∈ K (and |0| = 0). This absolute value satisfies the following properties, and makes K into a
totally disconnected metric space with the distance d(x, y) = |x− y|:

• |x| = 0 ⇐⇒ x = 0,

• |xy| = |x| · |y|,

• |x+ y| ≤ max{|x|, |y|}.

We can now talk about local fields:

Definition 3.1.3 A local field is a field K which is complete with respect to a discrete valuation
and has a finite residue field.

The following proposition (Prop. 1 of [Ser79], Ch. II) motivates this definition:

Proposition 3.1.4 A discretely valued field K is locally compact with respect to the topology
induced by the above distance if and only if it is complete and its residue field is finite. In this
case, its ring of integers A is compact, and therefore (A,+) is a profinite abelian group by 2.1.2.

Example 3.1.5

• If κ is a field, then κ((t)) is complete, and it’s locally compact if and only if κ is a finite
field.

• The fraction field Q of Z(p) from Example 3.1.2 is not complete with respect to the p-adic
valuation: its completion is the local field Qp.

Extensions

Let now K be a field complete with respect to a discrete valuation v, A its ring of integers and
κ = A/m its residue field. Given a finite extension L of K, the integral closure B of A in L is a
discrete valuation ring and free A-module of rank [L : K], whose induced topology on L makes it
complete. Moreover, there exists a unique discrete valuation w on L inducing the same topology
of v on K.

If n is the maximal ideal of B, then mB = ne for some e > 0, called the ramification index
of the extension. The degree of the field extension f := [B/n : κ] is the residual degree of the
extension, and we have the following relations:
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• [L : K] = e · f

• w(x) = e · v(x) for all x ∈ K.

Definition 3.1.6 With the above notation, the extension L/K is said to be unramified if e = 1
and B/n is separable over κ (for instance when κ is perfect), and totally ramified if f = 1.

Example 3.1.7

• Let κ be a field. Then, the finite unramified extensions of κ((t)) are of the form κ′((t)) for
κ′ a finite separable extension of κ.

• The fields κ((t1/n)) for some n > 0 give examples of totally ramified extensions of κ((t))

Galois Theory

After discussing extensions, we present the Galois theory of a complete discretely valued field,
under the additional assumption that its residue field is perfect. The main result is summarized
by the following Theorem (Thm. 2 of [Ser79], Ch. III):

Theorem 3.1.8 Let K be a field complete for a discrete valuation with perfect residue field κ,
and fix a separable closure K of K. Then,

• for any finite extension κ′ of κ, there exists a unique (up to isomorphism) finite unramified
extension L ⊂ K of K with residue field κ′, which is Galois if and only if k/k′ is.

• Let κ be an algebraic closure of κ, and define Knr ⊂ K to be the inductive limit of the
unramified extensions of K which correspond to finite subextensions of κ. Then, Knr is a
Galois extension of K with Galois group Gal (Knr/K) ≃ Gal (κ/κ).

The field Knr is called the maximal unramified extension of K. If K is a separable closure of
K, the subgroup

I := Gal (K/Knr) < Gal (K/K)

is called the inertia group I of K.

Example 3.1.9 If K is a local field with residue field κ = Fq, then for any integer n > 0, there
is a unique extension of κ of degree n, which is cyclic with Galois group Z/nZ (namely Fqn). It
follows that

Gal (Knr/K) ≃ Gal (κ/κ) ≃ Ẑ.

In particular, there is an automorphism ofKnr which corresponds to the Frobenius automorphism
x 7→ xq of κ.

3.2 Structure of Local Fields

The following theorem gives a classification of local fields based on their characteristic (see Thm.
2 and 4 of [Ser79], Ch. II):

Theorem 3.2.1 Let K be a field complete with respect to a discrete valuation with finite residue
field κ of characteristic p > 0. Then,

• if K has characteristic 0, it is isomorphic to a finite extension of Qp (which we call a
p-adic field),
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• if K has characteristic p, it is isomorphic to the field of Laurent series κ((t)).

Now, let K be a complete discretely valued field with ring of integers OK and residue field κ;
we are interested in the structure of multiplicative group K×. However, it’s enough to determine
the structure of the group of units UK := O×

K , since after fixing an uniformizer (3.1) yields an
isomorphism K× ≃ Z× UK , or equivalently a splitting for the the following exact sequence:

1→ UK → K× v→ Z→ 0. (3.2)

Note that OK has a basis of closed neighborhoods of 0 given by the subgroups mn for n ∈ N,
where m is the maximal ideal of OK . Analogously, the group of units UK := O×

K has a basis of
closed neighborhoods of 1 given by the subgroups

U j
K := 1 +mj ,

as they define a filtration UK = U0
K ⊃ U1

K ⊃ U2
K ⊃ . . . of UK with

⋂
j U

j
K = {1}. Furthermore,

since UK is closed in K× and thus complete, we have UK = lim←−j
UK/U

j
K .

Now, the reduction map UK → κ× induces a short exact sequence

1→ U1
K → UK → κ× → 1, (3.3)

so that UK/U
1
K is isomorphic to the multiplicative group ≃ κ×. Analogously, the surjective map

Un
K → κ

1 + uπn 7→ u

induces a short exact sequence

1→ Un+1
K → Un

K → κ→ 0,

which shows that the successive quotients Un
K/U

n+1
K are isomorphic to the additive group κ.

Suppose now that K is a local field with residue field κ of characteristic p > 0. Then, the
subgroups (mn) and (U j

K) are open in OK and UK respectively; in particular, UK is a profinite
group, and the group of principal units U1

K = lim←−j≥1
U1
K/U

j
K is thus a pro-p group. Moreover,

the exact sequence 3.3 splits thanks to (a version of) Hensel’s lemma:

Proposition 3.2.2 Let K be a field complete for a discrete valuation, with A its ring of integers
and residue field κ. Given a polynomial f ∈ A[x], any simple root of its reduction f ∈ κ[x] lifts
uniquely to a root of f .

Indeed, as κ× is cyclic of order m prime to p, by Hensel’s lemma the polynomial xm = 1 has
m distinct roots in UK , which gives the desired section; we get an isomorphism

UK ≃ U1
K × κ×. (3.4)

In the case of a p-adic field, we can finally explicit the structure of K×:

Theorem 3.2.3 If K is a p-adic field with [K : Qp] = n and ramification index e over Qp, then

Um
K ⊂ Kp

for all m > e
p−1 . Moreover, we have the following decomposition of the group of principal units:

U1
K ≃ Zn

p × F,
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where F is a finite cyclic group of order a power of p. By (3.2) and (3.4), this determines the
structure of K×:

K× ≃ Z× UK

≃ Z× Zn
p × F × κ×.

We omit the proof, which is a direct consequence of [Ser79], Ch. XIV, Prop. 9 and 10.
Using this result, we can show that the n-th powers in K× are open:

Corollary 3.2.4 Let K be a p-adic field. Then, for any n > 0 the subgroup K×n < K× of n-th
powers is open.

Proof. If n is not divisible by p, then we can use Hensel’s lemma to show that K×n contains the
principal units U1

K , which are open in K×: for any a ∈ U1
K , the polynomial xn − a reduces to

xn − 1 in κ[x]. Since 1 is a root of the latter and n is invertible in κ, we can lift it to a root of
xn − a in K×.

As for the case n = pk, since Um
K is open in K× for any m, it’s enough to show that (Um

K )p
k

is open in Um
K . Then, using Prop. 9 of loc. cit. again we find that for m > e

p−1 the map x 7→ xp
k

is an isomorphism of Um
K onto Um+ke

K , which concludes.

Remark 3.2.5 If K is a local field of characteristic p > 0, then K∗p cannot be not open in K×,
otherwise it would contain Um

K form large enough and then xp = πm+1 would give (x−1)p = πm,
which yields a contradiction whenever (m, p) = 1. However, if n is prime to p then K×n is still
open in K× by Hensel’s lemma, as in the previous corollary.

3.3 The Brauer Group of a Local Field

We now explain how to compute the Brauer group of a local field, following §6.3 of [GS06]. Recall
from Remark 2.5.7 the interpretation of the Brauer group as equivalence classes of central simple
algebras, which is crucial in the following. We first reduce to the relative Brauer group of the
maximal unramified extension Knr of K, for which we only need κ to be perfect:

Proposition 3.3.1 Let K be a complete discretely valued field with perfect residue field κ, and
Knr its maximal unramified extension with Galois group G = Gal (Knr/K). Then, the inflation
map

H2(G, K×
nr)→ H2(K, K

×
) = Br (K)

is an isomorphism.

Proof. (Sketch) Since G is the quotient of the absolute Galois group ΓK of K by the inertia
group Gal (K/Knr), the Hochschild-Serre spectral sequence yields the inflation-restriction exact
sequence

0→ H2(G, K×
nr)→ H2(K, K

×
)→ H2(Knr, K

×
).

It’s enough to show that the last term is trivial, but H2(Knr, K
×
) = Br (Knr) is zero by

Corollary 2.9.4 of [GS06], which shows the existence of an unramified splitting field for any
central simple algebra over K, using the reduced norm to extend the valuation of K to a central
division algebra D equivalent to A, and showing that D has a maximal (and thus splitting)
unramified subfield.
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As the valuation of K extends uniquely to a valuation on Knr, we have a exact sequence of
G-modules which splits as in (3.2):

1→ Unr → K×
nr → Z→ 1,

with Unr the group of units of Knr. This induces a split exact sequence in cohomology, which in
degree 2 reads

1→ H2(G, Unr)→ H2(G, K×
nr)→ H2(G, Z)→ 1. (3.5)

Let’s compute each term: using the long exact sequence in cohomology associated with the
short exact sequence

0→ Z→ Q→ Q/Z→ 0

and by Corollary 1.3.12, we have an isomorphism of H2(G, Z) with H1(G, Q/Z), which are
just the continuous homomorphisms from G to Q/Z. Recall from Example 3.1.9 of the previous
section that G = Gal (κ/κ) ≃ Ẑ, and so

H2(G, Z) = Hom (Ẑ,Q/Z) ≃ Q/Z.

Morever, using the profinite structure of the group of principal units U1
K one shows (as in

Proposition 6.3.1 of [GS06]) that H2(G, Unr) is isomorphic to the Brauer group of the residue
field Br (κ) = H2(κ, κ×).

Finally, the content of the previous proposition is that the middle term is isomorphic to
Br (K), so that (3.5) becomes

1→ Br (κ)→ Br (K)→ Q/Z→ 1.

The first term is trivial by Example 2.5.9 (b), and we get a canonical isomorphism

Br (K) ≃ Q/Z. (3.6)

We also need the following compatibility of the Brauer group isomorphism:

Proposition 3.3.2 Let K be a local field and L/K a finite separable extension. Then, the
restriction map

Res : Br (K)→ Br (L)

corresponds to multiplication by [L : K] on Q/Z, and the corestriction map

Cor : Br (L)→ Br (K)

corresponds to the identity of Q/Z.

Proof. (Sketch)
The second statament follows from the first, thanks the formula Cor ◦Res = [L : K] (Theorem

1.3.10).
The first statement can be shown by considering an unramified extension of K contained in

L, as the procyclic structure absolute Galois group of its residue field makes the computation of
the corestriction straightforward (see Proposition 6.3.7 of [GS06]).

Corollary 3.3.3 In the situation of the previous proposition, if n = [L : K] then an element
a ∈ Br (K) has trivial image in Br (L) if and only if n · a = 0.
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3.4 Cohomological Dimension

We now use these results to compute the cohomological dimension of ΓK :

Proposition 3.4.1 Let K be a local field, and L an algebraic separable extension of K. If
l∞ | [L : K] for some prime l, then cdl (ΓL) ≤ 1 and Br (L){l} = 0.

Proof. If l = charK, then we have seen that cdl (ΓL) ≤ 1 automatically (Proposition 2.5.11).
Otherwise, by Proposition 2.5.12 it’s enough to show that Br (L){l} = 0 (we should check it for
any algebraic separable extension of L, but the degree of any such extension is again divisible by
l∞). Now, as in Example 2.3.6 we can write the Brauer group of L as the inductive limit of the
Brauer groups of its finite subextensions

Br (L) = lim−→
K⊂E⊂L
E finite

Br (E),

where the transition maps are given by restriction. Given such an intermediate field E and an
element α ∈ E killed by lm for some m > 0, we can find a finite extension F of E such that
lm | [F : E] (since l∞ | [L : E]). In other words, α is killed by the degree of F over E, so by
Corollary 3.3.3 it has trivial image in Br (F ), and a fortiori in Br (L).

Corollary 3.4.2 The cohomological dimension of the inertia group I := Gal (K/Knr) of K is
at most 1.

Proof. We just apply the previous proposition to the maximal unramified extension Knr of K:
as Gal (Knr/K) ≃ Ẑ, we have that l∞ | [Knr : K] for any prime l.

Theorem 3.4.3 If l is a prime different from the characteristic of K, then the cohomological
l-dimension of K equals 2. In particular, cd (K) = 2.

Proof. This is a consequence of the inequality 2.4.12: we have

cdl (K) ≤ cdl (I) + cdl (ΓK/I) ≤ 2

as cdl (I) ≤ 1 by the previous corollary, and cdl (ΓK/I) = 1 by Example 2.4.11 because ΓK/I is
the absolute Galois group of the residue field κ.

Moreover, if l ̸= charK, then Proposition 2.5.8 implies H2(K, µl) = Br (K)[l], which is non-
trivial by (3.6). Therefore, cdl (K) = 2 by the usual criterion for cohomological dimension.

3.5 Cohomological Finiteness

We now specialize to the case of a p-adic field K, by first showing that the cohomology groups
of µn are all finite:

Theorem 3.5.1 Let K be a p-adic field and n a positive integer. Then,

• H1(K, µn) ≃ K×/K×n is a finite group,

• H2(K, µn) ≃ Z/nZ, and

• Hi(K, µn) ≃ 0 for i ≥ 3.

In particular, Hi(K, µn) is finite for all i (for i = 0 it’s just the invariants of µn).
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Proof. The first isomorphism follows from Kummer Theory (Proposition 2.5.4). We can show
that K×/K×n is finite using the structure theorem for local fields 3.2.3:

K×/K×n ≃ Z/nZ××Z[K:Qp]
p /nZ[K:Qp]

p × F/Fn × κ×/κ×n

≃ Z/nZ× Z/nZ× F/Fn × κ×/κ×n.

Since both κ× and F are finite groups, we are done.
For second isomorphism, H2(K, µn) is equal to the n-torsion of Br (K) by Proposition 2.5.8,

which is isomorphic to Q/Z, so that

H2(K, µn) = Br (K)[n] ≃ 1
nZ/Z = Z/nZ.

Finally, we have shown in the previous section that the absolute Galois group of a p-adic field
has cohomological dimension 2, and since µn is torsion we are done.

Remark 3.5.2 If K is a local field of characteristic p > 0, the groups H1(K, Z/pZ) = K/Φ(K)
and K×/K×p are both infinite. However, for all n prime to p the group H1(K, µn) is finite,
asthe n-th powers are open in K× ≃ Z × UK by Remark 3.2.5 and UK is profinite. For such
n, we can apply proposition 2.5.8 and thus Theorem 3.5.1 continues to hold; analogously, the
following corollary also holds in positive characteristic if the order of M is prime to p:

Corollary 3.5.3 If K is a p-adic field and M is a finite ΓK-module, then Hi(K, M) is finite
for all i.

Proof. Let M = {m1, . . . ,mn}. Then, the union of the stabilizers of the mi is an open subgroup
U of ΓK which acts trivially on M , as does its core V =

⋂
s∈ΓK/U s

−1Us. By Galois theory,
V corresponds to a finite extension L′, so that the absolute Galois group of L := L′(µn) acts
trivially on both M and µn. By the structure theorem for finite abelian groups, M is isomorphic
(as a ΓL-module) to the direct sum of finitely many µk, with k | n.

However, by the previous theorem Hi(L, µk) is finite for all i, so Hi(L, M) is finite as well
by additivity. Now, using the Hochschild-Serre spectral sequence (1.4.2):

Epq
2 = Hp(Gal(L/K), Hq(L, M))⇒ Hp+q(K, M)

we see that Hi(K, M) is finite, as it has a finite filtration whose successive quotients are subquo-
tients of the finite groups Epq

2 (which are finite as cohomology groups of a finite module, since
Gal(L/K) is finite).



Chapter 4

Local Duality

In this chapter we are going to define a product on cohomology, the cup product, and work
through its properties and compatibility with various pairings.

Using the cup product and the previous results on the structure of local fields, we’ll prove
Tate’s local duality theorem for finite modules over the absolute Galois group Γ of a p-adic field,
for which we’ll need to show the existence of a dualizing module for G, which represents the
Pontryagin dual of a specific cohomology functor.

We will then apply all of this machinery by computing the abelianization of the absolute
Galois group of a p-adic field, which describes the finite abelian extensions of K.

4.1 Cup Product

Let G be a profinite group. Given two G-modules A and B, we consider their tensor product
A⊗B (over Z) with the natural G-module structure

g · (a⊗ b) = g · a⊗ g · b,

which extends to a bi-additive map on homogeneous cochains

Kp(G,A)×Kq(G,B)
∪−→ Kp+q(G,A⊗B)

(a, b) 7→ a ∪ b,

by setting
(a ∪ b)(g0, . . . gp+q) = a(g0, . . . , gp)⊗ b(gp, . . . , gp+q).

This extends to a map on cohomology groups:

Theorem 4.1.1 The cup product induces a bi-additive map

∪ : Hp(G, A)×Hq(G, B) −→ Hp+q(G, A⊗B)

(α, β) 7−→ α ∪ β.

Proof. We only need to prove that the cup product is well-defined, i.e. that it sends pairs of
cocycles of Zp(G,A) × Zq(G,B) in cocycles of Zp+q(G,A ⊗ B), and that changing one of such
representatives by a coboundary doesn’t change the cohomology class of the image. It’s enough
to prove the following formula:

d(a ∪ b) = da ∪ b+ (−1)pa ∪ db, (4.1)

38
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whose computation follows readily from the definition of the coboundary morphisms, by can-
celling out terms with opposite signs in the right hand side.

Remark 4.1.2 Note that for p = 0, the cup product with a fixed element a ∈ H0(G, A) = AG is
a map

Hq(G, B)→ Hq(G, A⊗B)

induced by

B −→ A⊗B
b 7−→ a⊗ b,

as is readily checked on cocycles.
In the case p = q = 0, we get that the cup product on invariants is just the tensor product

AG ⊗BG → (A⊗B)G.

Definition 4.1.3 A pairing of G-modules is a bi-additive map φ : A × B → C which is G-
equivariant, i.e. such that

φ(g · a, g · b) = g · φ(a, b)
for all a ∈ A, b ∈ B, and g ∈ G.

Since any such pairing induces a map φ : A⊗B → C, we can use the cup product to define a
pairing on cohomology, which we will denote by the same symbol by a slight abuse of notation:

Hp(G, A)×Hq(G, B) Hp+q(G, C)

Hp+q(G, A⊗B)

∪

φ∗

In order to prove the duality theorem, we will need the following compatibility of the cup
product with exact sequences:

Proposition 4.1.4 Suppose we have exact sequences of G-modules

0 −→ A −→ B −→ C −→ 0, 0 −→ A′ −→ B′ −→ C ′ −→ 0

and a pairing φ : B ×B′ → D that sends A×A′ to 0, so that it induces pairings

φ′ : A× C ′ → D

and
φ′′ : A′ × C → D.

Then, the cup products associated with φ′, φ′′ are compatible (up to sign) with the coboundaries
of the long exact sequences in cohomology:

δγ ∪ γ′ + (−1)p(γ ∪ δγ′) = 0

for all γ ∈ Hp(G, C) and γ′ ∈ Hq−1(G, C ′).

Proof. We need explicit the connecting homomorphisms: lift γ and γ′ to cocycles c and c′, and
lift those respectively to b ∈ Kp(B) and b′ ∈ Kq−1(B′). Their images db and db′ then come from
some a ∈ Kp+1(A) and a′ ∈ Kq(A′) respectively, which are representatives for δγ and δγ′.

Now, by (4.1) the coboundary d(b ∪ b′) is equal to

db ∪ b′ + (−1)pb ∪ db′ = a ∪ c′ + (−1)pc ∪ a′,

which is thus zero in cohomology.
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4.2 Dualizing Modules

In this section we introduce the dualizing module, a type of object which is central in the study
of any duality. While it can be defined explicitly (as done in e.g. [NSW00]), we are going to
prove its existence by homological methods and only compute it for the absolute Galois group
of a p-adic field, which suffices to prove the duality theorem. We start by introducing the type
of duality we are interested in:

Pontryagin Duality

If A is an abelian group, we define the Pontryagin dual of A as

A∗ := Homc(A,Q/Z).

If A is torsion, A∗ = Hom(A,Q/Z) is profinite with the compact-open topology.

Remark 4.2.1 The functor A 7→ A∗ induces an equivalence of categories

{Torsion abelian groups}op ∼= {Profinite abelian groups, }

as a special case of Pontryagin duality for locally compact abelian groups. For a finite
abelian group A, the structure theorem yields a (non-canonical) isomorphism A ∼−→ A∗, and by
cardinality considerations we have the canonical isomorphism

A ∼−→ A∗∗

b 7→ (f 7→ f(b)) .

Generalizing to torsion abelian groups, we can write such an A as the inductive limit of its
finite subgroups Ai to get

A∗ = Hom(lim−→
i

Ai,Q/Z) = lim←−
i

A∗
i ,

which is a profinite group. Viceversa, if G is an abelian profinite group, we can write it as
the projective limit of its finite quotients Gi, and then

G∗ = Homc(lim←−
i

Gi,Q/Z) = lim−→
i

G∗
i

is a torsion group. One checks that this actually induces an equivalence of categories, for
which we refer to [RZ10], §2.9.

Existence

Now, given a profinite group G of finite cohomological dimension cd (G) = n, denote by ModfG
the category of finite discrete G-modules. Then, by the previous remark we have a contravariant
left-exact functor

ModfG → Ab (4.2)
A 7→ Hn(G, A)∗ : (4.3)

indeed, ∗ is an exact functor because it induces an equivalence, and using the long exact sequence
we see that the n-th cohomology functor is right-exact, so their composition is left-exact by
contravariance of ∗.
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The dualizing module is defined through the following theorem, which gives sufficient condi-
tions to the representability of this functor:

Theorem 4.2.2 Let G be a profinite group of finite cohomological dimension cd (G) = n such
that Hn(G, A) is finite for all A ∈ ModfG.

Then, the functor (4.2) on ModfG is representable by an object of the category lim−→ModfG of
torsion modules: there exists a discrete torsion G-module I together with a natural isomorphism

HomG (−, I) ≃ Hn(G, −)∗ (4.4)

of functors ModfG → Ab.

Definition 4.2.3 In the situation of Theorem 4.2.2, I is called the dualizing module of G.

The proof uses a lemma from homological algebra, for which we give a basic definition:

Definition 4.2.4 A category C is Noetherian if:

• it is essentially small (i.e. it’s equivalent to a category whose objects form a set), and

• every object C of C is Noetherian (i.e. every ascending chain of subobjects of C stabilizes).

Lemma 4.2.5 Let C be a Noetherian Abelian category, and F : C → Ab a contravariant left-exact
functor. Then, F is Ind-representable: there exists a filtered inductive system (Ij) of objects in
C such that F is naturally isomorphic to the functor

A 7→ lim−→
j

Hom(A, Ij).

We first show how this implies the existence of the dualizing module:

Proof of Theorem 4.2.2. We apply Lemma 4.2.5 to the functor Hn(G, −)∗, which we have al-
ready shown to be left-exact; the category ModfG is Noetherian as it is small and its objects are
finite. Thus, we obtain an inductive system (Ij) and a natural isomorphism

Hn(G, −)∗ ≃ lim−→
j

Hom(−, Ij).

Now, set I := lim−→j
Ij . This is a discrete torsion G-module, and since A is finite we conclude:

HomG(A, I) ≃ lim−→
j

Hom(A, Ij)

= Hn(G, A)∗.

Remark 4.2.6 We can generalize Theorem 4.2.2 to discrete torsion G-modules, just by writing
such an A as the inductive limit of its finite submodules A = lim−→

B⊂A
B finite

B:

Hn(G, A)∗ = lim←−H
n(G, B)∗

≃ lim←−HomG(B, I)

= HomG(A, I).
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Remark 4.2.7 If we only consider profinite groups of finite p-cohomological dimension n, the
analogue of Theorem 4.2.2 holds with the same proof, provided we further restrict ourselves to
p-primary torsion modules (as the n-th cohomology functor is right-exact on the corresponding
subcategory)

Let us now embark on the proof of Lemma 4.2.5, which is due to Grothendieck (in the case
of an Artinian category, see [Gro61] §3):

Proof. A pair (A, x), for A in C and x in F (A), is called minimal if x /∈ F (B) for each surjection
B ↠ A with a non-trivial kernel. This makes sense as for F left-exact we can view F (B) as a
subobject of F (A); we shall use this repeatedly in the following.

Given two pairs (A, x) and (B, y), we say that (A, x) dominates (B, y) if there is a morphism
p : A→ B such that F (p)(y) = x.

Using the Noetherian hypothesis, we can show that every pair (A, x) is dominated by a
minimal pair: to construct it, consider the poset Σ of all subjobects A0 ⊂ A such that (A/A0, y)
dominates (A, x) for some y ∈ F (A/A0) through the projection morphism p : A↠ A/A0. Taking
A0 = 0 and y = x shows that Σ is non-empty: indeed, p = idA and F (p)(y) = idF (A)(y) = x.
Then, by the Noetherian condition Σ admits a maximal element A0, and we show that (A/A0, y)
is a minimal pair: given p′ : B ↠ A0 with ker(p′) ̸= 0, if y is in F (B) we can consider the pair
(B, y) and the morphism q := p′ ◦ p : A↠ B. Then, (B, y) dominates (A, x) since

F (q)(y) = F (p)(F (p′)(y)) = F (p)(y),

but then B = (A/A0)/ ker(p
′) is a quotient of A which contradicts the maximality of A0.

Furthermore, if (A, x) is dominated by a minimal pair (B, y), we claim that there is a unique
morphism p : A → B such that F (p)(y) = x. Indeed, let q : A → B be a morphism with
F (q)(y) = x, then

F (p− q)(y) = 0.

Moreover, the surjection A ↠ im(p − q) induces an injective morphism F (im(p − q)) ↪→ F (A),
and composing it with the inclusion i : im(p− q) ↪→ A we get a morphism

F (B)
F (i)→ F (im(p− q)) ↪→ F (A)

which sends y to 0, and conclude that x ∈ ker(F (i)).
Finally, taking C to be the cokernel of (p− q) yields an exact sequence

0→ im(p− q) i→ B → C → 0 (4.5)

which in turn induces an exact sequence

0→ F (C)→ F (B)→ F (im(p− q)),

which shows that ker(F (i)) = F (C), so x is contained in F (C). However, by minimality of (B, y)
the second map in (4.5) is an isomorphism, which means that p = q.

The set of minimal pairs can be ordered by setting (A, x) ≤ (B, y) if (A, x) dominates (B, y).
This defines an inductive system (Ij , xj), as any two minimal pairs (Ij , xj) and (Ik, xk) are
dominated by their direct sum (Ij ⊕ Ik, (xj , xk)), which is itself dominated by a minimal pair.

We thus get a canonical element x := (xj) of F (I) := lim←−j
F (Ij), which we use to define a

functorial homomorphism

ϕ : lim−→
j

Hom(A, Ij) −→ F (A),
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by sending f := (fj) to F (f)(x). This is well defined because Hom preserves limits, and so

F (f) ∈ lim−→
j

Hom(F (Ij), F (A)) = Hom(F (I), F (A)).

Finally, we show that ϕ is an isomorphism: if (fj) is sent to 0, then for any j the two
morphisms

F (fj), F (0) : F (Ij)→ F (A)

both send xj to 0. Since (Ij , xj) is a minimal a pair which dominates (A, 0), we deduce that fj
must be the zero morphism, and by arbitrariness of j we get injectivity.

For surjectivity, given any y ∈ F (A) we know that (A, y) is dominated by a minimal pair
(Ij , xj), so there is a unique fj : A → Ij satisfying F (fj)(xj) = y. Then, the limit of the fj is
sent by ϕ to y, and we are done.

Remark 4.2.8 In light of Remark 4.2.6, for any discrete torsion G-module A we can view the
functorial isomorphism (4.4) as a perfect pairing

⟨−,−⟩A : HomG(A, I)×Hn(G, A) −→ Q/Z

between the discrete torsion group Hn(G, A) and the profinite group HomG(A, I) endowed with
the compact-open topology. This in particular applies to A = I itself.

For any G-module A, consider the abelian group

A′ := HomZ(A, I),

which we make into a G-module by setting

(σ · f)(a) = σ(f(σ−1 · a)). (4.6)

This action induces a pairing of G-modules

A′ ×A→ I

(f, a) 7→ f(a),

and thus a cup product
H0(G, A′)×Hn(G, A)

∪−→ Hn(G, I)

which is related to the dual of cohomology by

H0(G, A′) = HomG(A, I).

Indeed, the group H0(G, A′) consists of the G-invariants of A′ = HomZ(A, I), and so

H0(G, A′) = (HomZ(A, I))
G = HomG(A, I),

where for the last equality note that on HomG(A, I) the action was defined as

(g · f)(a) = g · (f(g−1 · a)).

We will need the following compatibility of the cup product with the duality pairing:
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Lemma 4.2.9 In the situation of the previous definition, the pairing ⟨−,−⟩A factors through the
cup product and the homomorphism i := ⟨idI ,−⟩I : Hn(G, I)→ Q/Z, i.e. the following diagram
commutes:

H0(G, A′)×Hn(G, A) Hn(G, I)

Q/Z.
⟨−,−⟩A

∪

i

Proof. Any morphism f ∈ HomG(A, I) induces a homomorphism in cohomology

f∗ : Hn(G, A)→ Hn(G, I),

and by composition on the left a homomorphism

f∗ : HomG(I, I)→ HomG(A, I).

Now, writing out the functorality of the dualizing module gives the following commutative dia-
gram:

HomG(A, I) Hn(G, A)

Q/Z

HomG(I, I) Hn(G, I)

×

f∗

⟨−,−⟩A

×

f∗

⟨−,−⟩I

As remarked in 4.1.2, here the cup product of f ∈ H0(G, A′) with some α ∈ Hn(G, A) is
given by f∗(α). Since f∗ clearly sends idI to f , the above diagram implies that

⟨f, α⟩A = ⟨idI , f∗(α)⟩I = i(f ∪ α).

Corollary 4.2.10 It follows that the pair (I, i) is unique up to unique isomorphism.

Before moving on to the computation of the dualizing module of the absolute Galois group
of a p-adic field, we need a lemma about dualizing modules of open subgroups:

Lemma 4.2.11 Let G be a profinite group of finite cohomological dimension n such that Hn(G, A)

is finite for all A ∈ ModfG. If U ⊂ G is an open subgroup and I is the dualizing module of G,
then I (viewed as an U -module) is the dualizing module of U , and the homomorphism

Hn(U, A)→ Hn(G, A)

defined by dualizing the inclusion i : HomG(A, I) ↪→ HomU (A, I) is simply the corestriction.

Proof. As U is open and cd (G) <∞, Proposition 2.4.9 implies cd (U) = cd (G). By uniqueness
of the dualizing module, it’s enough to show that Hn(U, −)∗ ≃ HomU (−, I), and then the first
claim follows from the functorial isomorphisms

Hn(U, A)∗ ≃ Hn(G, CoIndUG(A)) (Shapiro)

≃ HomG(CoInd
U
G(A), I) (I is the dualizing module of G)

≃ HomU (A, I) (by Remark (1.1.7) (b)).
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For the second claim, recall from remark 1.3.9 that the corestriction homomorphism is induced
by the surjective morphism of G-modules

CoIndUG(A)
π−→ A

f 7−→
∑

g∈G/U

g · f(g−1).

On the other hand, π induces a morphism of modules HomG(A, I)
π∗−→ HomG(CoInd

U
G(A), I).

Using the functoriality of the dualizing module and the Shapiro isomorphism Sh (1.3.4), we get
the following commutative diagram:

HomU (A, I) HomG(CoInd
U
G(A), I) Hn(G, CoIndUG(A))

∗ Hn(G, CoIndUG(A)) Hn(U, A)

HomG(A, I) Hn(G, A)∗ Hn(G, A)

Φ (−)∗ Sh

π∗
Cor

i π∗ π∗
n

(−)∗

Here, Φ is the isomorphism of Remark 1.1.7 (b), which makes the leftmost triangle commute as

π∗(φ)(f) = φ

(∑
g∈G/U

g · f(g−1)

)
=

∑
g∈G/U

g · φ(f(g−1)) = (Φ ◦ i)(φ)(f)

for any φ ∈ HomG(A, I) and f ∈ CoIndUG(A).

Computation for p-adic Fields

Finally, we apply the theory of dualizing modules to the absolute Galois group Γ of a p-adic field
K: by 3.4.3 we know that cd (Γ) = 2, and by 3.5.3 the groups H2(K, A) are finite for any finite
ΓK-module A. Thus, Γ has a dualizing module I by Theorem 4.2.2, which we now compute
explicitly.

Proposition 4.2.12 The dualizing module of Γ is canonically isomorphic to the Γ-module of
roots of unity µ ⊂ K×

.

Proof. Let In := I[n] be the kernel of multiplication by n on I, and take an open subgroup
U ⊂ Γ. By Lemma 4.2.11, the dualizing module of U is the same as that of Γ.

The computation of the cohomology of µn (Theorem 3.5.1) shows that H2(U, µn) ≃ Z/nZ,
and by Proposition 3.3.2 the corestriction Br (KU )→ Br (K) is the identity of Q/Z.

Thus, if U ⊂ V are open subgroups of Γ, the second part of Lemma 4.2.11 yields the following
commutative diagram:

HomV (µn, In) H2(V, µn)
∗ Z/nZ

HomU (µn, In) H2(U, µn)
∗ Z/nZ.

Cor∗= id

∼

∼

This shows that HomU (µn, In) doesn’t depend on U , and by Remark 2.2.2 (b) we get

HomZ(µn, In) =
⋃

U⊂Γ
U open

HomU (µn, In) ≃ Z/nZ
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In particular, taking U to be Γ tells us that Γ acts trivially on HomZ(µn, In), or equivalently
that any homomorphism µn → In is Γ-equivariant.

Let fn be the canonical generator of HomZ(µn, In) associated with 1 ∈ Z/nZ. Then fn is
injective because it has order n, and surjective because otherwise any element outside its image
wouldn’t be reached by any element of ⟨fn⟩ = HomZ(µn, In), but since In has exponent n there
exist homomorphisms µn → In sending a generator of µn to any element of In.

By writing µ =
⋃

n µn and I =
⋃

n I[n], we get an isomorphism of Γ-modules

f := lim−→
n

fn : µ ∼−→ I,

which is well defined thanks to the functoriality of the dualizing module, and canonical since
the map H2(Γ, µm) → H2(Γ, µn) induces the canonical injection Z/mZ ↪→ Z/nZ if m divides
n.

4.3 Tate Duality

We now define yet another kind of duality, this time for modules:

Definition 4.3.1 Given a field K, let Γ be its absolute Galois group and µ the group of all the
roots of unity in K

×
. For any finite Γ -module M whose torsion is prime to the characteristic of

K, we define the Cartier dual of M as

M ′ = HomZ(M,K
×
) = HomZ(M,µ),

with the action of Γ given by
(σ · f)(m) = σ(f(σ−1 ·m)),

just as we did in (4.6). This yields an obvious pairing

M ′ ×M → µ

(f,m) 7→ f(m),

and thus a cup product. Notice that, with the above action, the dual of M ′ = HomZ(µn, µn) of
M = µn is isomorphic to Z/nZ as a Γ-module.

Theorem 4.3.2 Let K be a p-adic field, and M a finite Γ-module. Then, for i = 0, 1, 2 the cup
product induces a perfect pairing of finite groups

Hi(K,M)×H2−i(K,M ′)→ H2(K,µ) ≃ Q/Z.

Proof. We have already proved the finiteness of the groups involved in 3.5.3, so we only need to
show that the pairing is perfect. We start from i = 2, where our computation of the dualizing
module pays off: indeed, the content of Lemma 4.2.9 in this situtation consists of the following
commutative diagram

H0(K, M ′)×H2(K, M) H2(K, µ)

Q/Z,
⟨−,−⟩M

∪

i

where
i = ⟨idµ,−⟩µ : H2(K, µ) ∼−→ Q/Z
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is the Brauer group isomorphism by the computation 4.2.12 of the dualizing module together
with the uniqueness of the pair (I, i). Since ⟨−,−⟩M is a perfect pairing, we are done.

The case i = 0 then follows by symmetry, as any finite M can be identified with its double
dual M ′′. We are now left with i = 1: here it’s enough to show that the map

H1(K, M)
∪→ H1(K, M ′)∗

induced by the cup product is injective, as then applying the same argument to M ′ gets us
surjectivity, since we are working with finite groups. To prove injectivity, we first find a finite
Γ-module B fitting in an exact sequence

0→M → B → C → 0 (4.7)

such that the induced map
H1(K, M)→ H1(K, B)

is zero: as usual, we start by injecting M in the induced module IΓ(M) which is torsion, and by
the fundamental property 2.3.2 we have

0 = H1(K, IΓ(M)) = lim−→
B⊂IΓ(M)
B finite

H1(K, B),

which implies the existence of a finite submodule B on which H1(K, M) → H1(K, B) is 0. As
M is finite, we can find such a B which also contains M . Then, the quotient C = B/M is
finite and we can relate the long exact cohomology sequences associated with the short exact
sequence (4.7) and its dual using the cup product. Note that the dual sequence is also exact, as
Pontryagin duality is exact for finite groups (it’s clearly left exact, and right-exactness follows
from the injectivity of Q/Z).

This gets us the following commutative diagram (up to a sign, by 4.1.4) with exact rows:

H0(K, B) H0(K, C) H1(K, M) 0

H2(K, B′)∗ H2(K, C ′)∗ H1(K, M ′)∗.

∪ ∪ ∪

As B and C are finite, the first two vertical maps are isomorphisms by the previous cases, and
the third one is injective by diagram chasing.

Remark 4.3.3 If we only consider p-torsion-free modules, then the theorem also true for local
fields of positive characteristic by Remark 4.2.7.

4.4 Local Class Field Theory

Let K be a p-adic field with absolute Galois group Γ. As an immediate application of the local
duality theorem, since for any n > 0 the Cartier dual of the Γ-module µn is Z/nZ, the cup
product induces an isomorphism

H1(K, µn) ∼−→ H1(K, Z/nZ)∗. (4.8)

Recall that the groups K×n are open in K× (Proposition 3.2.4), and note that they are cofinal
in the open subgroups of finite index: an index n subgroup contains K×n, and the intersection
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of any two finite index subgroups has finite index. Thus, we get the following description of the
abelianization of the absolute Galois group of a p-adic field:

Γab = Hom(Γ,Q/Z)∗ (by Pontryagin duality)
= Hom(Γ, lim−→n

Z/nZ)∗ (viewing Q/Z as a colimit)

= lim←−n
Hom(Γ,Z/nZ)∗ (by contravariance)

= lim←−n
H1(K, Z/nZ)∗ (by 1.2.9)

= lim←−n
H1(K, µn) (by Tate Duality)

= lim←−n
K×/K×n (by 3.5.1)

= K̂× (by 3.2.4).

Remark 4.4.1 Here by Gab we mean the quotient of G by the closure of its derived subgroup. If
Kab is the maximal abelian extension of K, then we have an isomorphism

Γab ≃ Gal(Kab/K).

In particular, passing through Galois theory we deduce a correspondence

{finite abelian extensions of K} ←→ {finite index subgroups of K̂× = Ẑ× UK}. (4.9)

The main result of local class field theory, the existence theorem, makes this correspondence
explicit using the reciprocity map, which is usually constructed in an explicit manner (as in
[Har20] Ch. 9). However, we can define it using the above isomorphism:

Definition 4.4.2 The reciprocity map

ω : K× → Γab

is the composition of the inclusion K× ↪→ K̂× with the isomorphism K̂× ∼−→ Γab.

Remark 4.4.3 One can show that this has the same properties as the usual reciprocity map that
are developed in loc. cit., Ch. 9, and which we will use in the following. In particular, the
reciprocity map is surjective, with dense image (by definition of the profinite completion) and if
n > 0 it induces a map

ωn : K×/K×n → Γab/n ≃ H1(K, Z/nZ)∗, (4.10)

which is given by the isomorphism (4.8) of local duality. Above, we used the fact that

H1(K, Z/nZ) = Hom(Γab,Z/nZ) ≃ (Γab/n)
∗.

Moreover, for any finite abelian Galois extension L/K there is a diagram

L× Γab
L

K× Γab
K

ωL

NL/K

ωK

(4.11)
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whose commutativity we can prove at the level of finite quotients:

L×/L×n H1(L, µn) H1(L, Z/nZ)∗ Γab
L /n

K×/K×n H1(K, µn) H1(K, Z/nZ)∗ Γab
K /n

δ

NL/K

∼

Cor

∼

Res∗

δ ∼ ∼

Indeed, the left square commutes by compability of the corestriction with the coboundary map
(which induces the Kummer isomorphism from Proposition 2.5.4); the right one commutes be-
cause by definition the restriction is compatible with the inclusion ΓK ↪→ ΓL. As for the middle
square, the horizontal maps are given by local duality, which factors through the cup product:

H1(L, µn) H1(L, Z/nZ) H2(L, µn)

Z/nZ

H1(K, µn) H1(K, Z/nZ) H2(K, µn)

Cor

× ∪

Cor

∼

×

Res

∪

∼

As the corestriction induces the identity on Q/Z (Proposition 3.3.2), the above diagram commutes
by the projection formula (which is proven e.g. in [GS06] Prop. 3.4.10):

Cor(a ∪ Res(b)) = Cor(a) ∪ b

for any a ∈ H1(L, µn) and b ∈ H1(K, Z/nZ).
Finally, the reciprocity map ωK induces a surjection

ωL/K : K× → Gal(L/K),

which translates to an isomorphism

K×/NL/K(L×) ≃ Gal(L/K)

by density of the image of ωK and diagram chasing through (4.11). This recovers the reciprocity
isomorphism associated with the extension L/K from loc. cit., Th. 9.2.

Therefore, the correspondence (4.9) in one direction is given by L 7→ NL/K(L×). To conclude
our exploration of local class field theory, we use the above properties to prove the existence
theorem, which gives the correspondence in the other direction:

Theorem 4.4.4 (Existence Theorem) Let K be a p-adic field and fix an algebraic closure K.
Then, for any finite index subgroup U ⊂ K̂× there exists a unique finite abelian extension L/K
such that L ⊂ K and U = NL/K(L×).

Proof. Recall that any finite index subgroup U contains a subgroup of the form K×n. Then, it’s
enough to prove the claim for U = K×n because then we can complete the diagram

K×/NL/K(L×) Gal (L/K)

K×/U Gal (M/K) K×/NM/K(M×)

ωL/K

ωK ≃
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for some finite abelian extension M/K by Galois theory, and this implies that U = NL/K(L×).
Now, since nΓab is compact in Γab, the reciprocity isomorphism (4.10) implies that Γab/n is

a finite group, and so nΓab is closed of finite index in Γab. By Galois theory, we can find a finite
abelian extension L/K such that Gal (L/K) = Γab/n, and thus K×n = NL/K(L×) because it is
the kernel of the surjection ωL/K .

As for uniqueness, given L,M are finite abelian extensions ofK withNL/K(L×) = NM/K(M×)

the preimages of the open subgroups Gal (Kab/L) and Gal (Kab/M) by ωK are the same. By
density of the image of ωK , we get Gal (Kab/L) = Gal (Kab/M) and thus L = M again by
Galois theory.
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