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Abstract. Let K be a p-adic field, and let L/K be a totally ramified Galois
cyclic extension of degree p. We describe the structure of the group of p-th

power classes L×/(L×)p considered as a Galois module and a filtered abelian

group simultaneously. In particular we explain how it is possible to derive
explicitly the indecomposable factors of the group Ui,L(L×)p/(L×)p of power

classes represented by the i-th unit group Ui,L of L, for i ≥ 0.

1. Introduction

Let K be a p-adic field, that is a finite extension of the rational p-adic field
Qp, and let L/K be a totally ramified Galois cyclic extension of degree p, with
G = Gal(L/K). If L (and hence K) contains a primitive p-th root of the unity
let’s fix one of them once for all and denote it by ζp. For any field F and a subset
X ⊆ F×, or element x ∈ F , we will denote by [X]F and by [x]F the image under
the map of reduction modulo p-th powers F× → F×/(F×)p. For a p-adic field F
we put eF = e(F/Qp) and fF = f(F/Qp) for the absolute ramification index and
inertia degree, and Ui = Ui,F for the i-th group of principal units, we refer to
[FV02, Ser79] for these standard definitions as well as for ramification theory and
local class field theory.

By local class field theory, or by Kummer theory when ζp ∈ L, we have that
the module [L×]L = L×/(L×)p describes the maximal p-elementary abelian ex-
tension of L. One cyclic extension F/L of degree p correspond to a subspace
N = [NF/L(F×)]L of codimension 1 of [L×]L by local class field theory (resp. ∆

of dimension 1 such that F = L(∆1/p) by Kummer theory, when ζp ∈ L). Local
class field theory gives an isomorphism L×/NF/L(F×)→ Gal(F/L) mapping Ui,L to
the i-th ramification subgroup, and the ramification break of the extension F/L is
given in local class field theory by the biggest integer i such that [Ui]L 6⊆ N . Via
Kummer theory the ramification break is instead obtained as peK/p−1 − i, where i
is the biggest integer such that [Ui]L ⊇ N . It is the index of a class α such that
F = L(α1/p) in the filtration [Ui]L, an invariant which is also known as “defect”
and whose connection with the ramification break is well known, see [Wym69, §4]
for more details.

On the other hand any elementary abelian p-extension of L is Galois over K
if and only if the corresponding quotient in [L]L by local class field theory (resp.
submodule by Kummer theory) is a module under the action of Gal(L/K), and
consequently the normal closure over K of the extension F/L corresponds to the
biggest submodule contained in N by local class field theory (resp. to the module
generated by ∆ by Kummer theory if ζp ∈ L). We refer to the [Wat94, MS05] for a
comprehensive study of the possible Galois groups of the normal closure of a tower
formed by two cyclic extensions of degree p.

Let Cp be the cyclic group of order p, the indecomposable modules over the
group algebra Fp[Cp] are classified by their composition length which can be any
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positive integer ≤ p, and each module generated by one element is indecomposable.
Consequently if we know the factorization in indecomposables of [L×]L/[Ui+1]L and
of [L×]L/[Ui]L for some i depending on the ramification break of F/L (resp. of [Ui]L
and [Ui+1]L with Kummer theory) we can give precise bounds on the length of
the module spawn over Fp[G] for G = Gal(L/K), deriving information about the
Galois group of the normal closure of F over K in dependence of the ramification
break.

This connection between ramification numbers and the Galois theoretic structure
motivates the present paper, where we study the interaction of these two different
structures and look for an explicit description of [L×]L as filtered Galois mod-
ule. While it is hard to write an explicit formula giving the factorization of [Ui]L
into indecomposables, we describe how it is possible to obtain inductively such a
decomposition.

The multiplicative group L× of a local field as abstract Galois module was studied
by Borevic in [Bor65] and subsequent papers, while Mináč-Schultz-Swallow gave in
[MS03, MSS06] a description of [L×]L for a field extension of p-th power degree in
a very general setting. In [Pak84] it was determined by Pak the structure of Ui as
a Zp[G]-module in characteristic p.

In [Gor82] it was obtained an arithmetical description by generators and relations
of a Galois group of a local field which is extension of a cyclic group of order p with
abelian kernel, under some additional hypothesis on the ramification number of
the cyclic extension and on the p-th roots of the unity contained in the field. Such
description is quite complicated, but it shows that the knowledge of the ramification
break of the cyclic extension and of the roots of the unity contained in the field is
generally sufficient to determine almost uniquely the ramification subgroups, and
could certainly be used to recover a decomposition of the [Ui]L in indecomposable
Fp[G]-modules via class field theory. We give in this note a result where this
structure is clearly evidenced.

2. Structure of [L×]L as filtered module

Let M = M0 ⊇ M1 ⊇ M2 ⊇ . . . be a finitely generated filtered vector space
over Fp, we will say that a basis {xj}1≤j≤m is adapted to the filtration if for each
i the elements xj that are contained in Mi generate Mi. If M ′′ ⊆ M ′ ⊆ M are

submodules, we call natural filtration of the subquotient M̃ = M ′/M ′′ the filtration
obtained putting

M̃i = (Mi∩M ′)M ′′/M ′′ = MiM
′′
/M ′′ ∩M ′/M ′′

for each i ≤ 0, thanks to the last equality we have that the filtration obtained
restricting to M ′ and then quotienting by M ′′ is equal to the filtration obtained
quotienting by M ′′ first, and then restricting to M ′/M ′′.

Let now L/K be a cyclic Galois extension of degree p with G = Gal(L/K)
generated by the fixed element σ and having unique ramification break s. This is
the unique integer such that for each uniformizing element π of L we have

σ(π)

π
= 1 + ηπs +O(πs+1),

for a suitable unit η.
We take M to be the group of p-th power classes [L×]L with the natural filtration

obtained putting M0 = M and Mi = [Ui]L. Put IL = pek/p−1 for convenience, so
that MIL is the last non-zero element of the filtration when ζp ∈ L and is 0 when
ζp /∈ L.

For x ∈ M we will denote x(r) = x(σ−1)
r

, note that x(p) is always 0 being
(σ − 1)p = 0. Put `(x) to be the length of the module generated by x, ∂(x) its
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index in the filtration, that is the superior extremum of the i such that x ∈ Mi,
and put Γ(x) to be the biggest index of the elements x + y, for all y generating a
module of smaller length than x, and which we will call essential index.

Recall that the radical of Fp[G] is generated by σ−1, and that for each 0 ≤ i ≤ p
the i-th socle and radical are

soci(M) = (σ − 1)iM, radi(M) =
{
x ∈M : x(i) = 0

}
.

Let m = [K : Qp]. We will now show that assuming a technical condition in one
very special case we have the following structure theorem.

Theorem 1. The module M is the direct sum of m indecomposable modules of
maximal length p generated by elements a1, . . . , am, plus depending on the structure
of L/K

(A) a trivial module of dimension 1 generated by an element c, when ζp /∈ K,
(B) an indecomposable module of length 2 generated by an element b, when ζp ∈ K

but ζp /∈ NL/K(L×), and in this case let’s assume additionally that

s > IL/(p− 1),

(C) a trivial module of dimension 2 generated by elements b, c, when ζp ∈ NL/K(L×).

The modules generated by the different generators provide a factorization of M into
indecomposables. Furthermore for fixed 0 ≤ k < p the set all possible elements g(r) ∈
sock+1(M) \ sock(M) obtained for g in the set of generator and some integer r ≥ 0
gives a basis of sock+1(M)/sock(M) which is adapted to the filtration as a subquotient.

The basis obtained is such that for each generator g we have

Γ(g(i)) = Γ(g(i−1)) + s

for all 0 < i < `(g) with at most one exception. For the generators ai we have

Γ(ai) = ψL/K(j) Γ(a
(p−1)
i ) = IL − ψL/K(IK − j)

for some j, if we put N = NL/K(L×)((L×)p∩K×)/(L×)p∩K× with the natural filtration
of subquotient of [K×]K we have that the j appearing in the above expression are
those such that Nj ) Nj+1, each appearing dimFp(Nj/Nj+1) times.

For b (when present), and putting c = b(1) in case (B), we have

Γ(b) = IL − ψL/K(min{ps, s+ eK}), Γ(c) = IL − ψL/K(IK − s).

We prove first a helper lemma regarding how the filtration has to be translated
under the map [K×]K → [L×]L induced by the natural inclusion K× → L×.

Lemma 1. Consider the module M = K×/K×∩(L×)p with the filtration induced
as a quotient of [K×]K , that is induced by the reduction of the Ui,K . Consider
the injection ι : M → [L×]L, where as usual [L×]L is equipped with the filtration
induced by the Ui,L. Then for each x ∈M we have ∂(ι(x)) = IL−ψL/K(IK−∂(x)).

This is a slight rework of [NQD76, Prop. 3.2.2], but since we are working with
K×/K×∩(L×)p rather than with [K×]K we don’t have to exclude any value of ∂(x).
We refer to the characterization of ramification breaks in terms of the defects as
proved in [Wym69, §4, Theo. 11 and 12], these results hold even when ζp /∈ L,
considering that taking the compositum with a tamely ramified extension both the
defects and the ramification numbers are multiplied by a constant.

Proof. If ζp ∈ K, let ∆ be the preimage in [K]K of the module generated by x in
M . It is a subspace of dimension 2 of [K]K , and for each subspace, generated by κ
say, we have a subextension K(κ1/p) of K(∆1/p) with ramification break IK − ∂(κ),
those breaks run over all the upper ramification breaks of K(∆1/p)/K being it an
abelian elementary p-extension. Taking a representative in [K×]K of x with biggest



4 MAURIZIO MONGE

possible index in the filtration of [K×]K we have that the only upper break we can
have additionally to the break s of L/K is IK − ∂(x), when this is different from s.
On the other hand K(∆1/p)/L has ramification break at IL−∂(ι(x)), and hence an
additional upper ramification break of L/K has to be equal to φL/K(IL − ∂(ι(x)))
if this quantity is not s. Applying ψL/K to the equality

IK − ∂(x) = IL − ∂(ι(x))

we obtain the Lemma. The case with ζp /∈ K is even easier, considering that taking
the compositum with ζp has the effect of multiplying the defect and ramification
numbers by a constants. �

Let’s recall that soc1(M) is respectively equal to [K]L in cases (A) and (B), and
to [K]L⊕〈δ〉 for some additional class δ in case (C), see for instance [MSS06]. Since
M has dimension pm + 1 in case (A) and pm + 2 in cases (B) and (C) we obtain
immediately information about how it splits into indecomposables, considering that
radp−1(M) = [NL/K(L×)]L always has dimension m. We will now construct the
elements (b and) c generating a direct factor of M , whose complement is free.

The Theorem is very easy to prove when s assumes the biggest possible value IK
(see [FV02, Proposition 2.3]), and in this case we can take as ai representatives of
any filtered basis of M1/MIK , and construct suitable elements b, c in M0 and MIL .
Consequently in the proof we will consider the case of s < IK , which also implies
(p, s) = 1.
Construction of the elements (b and) c. A representative of a generator of
K×/NL/K(L×) can be found in Us by local class field theory. Its index in K×/K×∩(L×)p

will still be s being K× ∩ (L×)p ⊆ NL/K(L×), and the index in [K×]L will be

consequently translated to IL − ψL/K(IK − s). Call c its image in [L×]L. In case
(A) we are done.

In case (C) the Galois embedding problem Cp2 → Cp can be solved for L/K, and

let δ ∈M be a class such that L(δ1/p)/K is cyclic of order p2. Its maximum index
depends on the minimal lower ramification break of L(δ1/p)/L over all the extensions
that are cyclic of order p2 over K. The minimal upper break is min{ps, s + eK}
by [Mau71, Mik81], applying ψL/K we obtain the minimal lower break, and the
maximal index of δ will be its complement to IL. Take such a δ with maximal
index as b.

In case (B) if L = K(α1/p) consider the class b = [α1/p]L: the p-th roots of
the elements in this class give extensions whose normal closure is the non-abelian
group of order p3 and exponent p2. Indeed b(1) = [ζp]L being the conjugates of α1/p

of the form ζkpα
1/p, so the normal closure is obtained as K(ζ

1/p
p , α1/p2) which has

group Cp2 over K(ζ
1/p
p ), and group over K which is non-abelian of order p3 and

exponent p2. For p ≥ 3 we have that b /∈ radp−2(M) because the non-abelian group
of order p3 and exponent p2 is not a quotient of a group obtained as extension
of Cp by an indecomposable module of length ≥ 3. Consequently we have that b

generates soc2(M)/ radp−2(M). Similarly b(1) generates soc1(M)/ radp−1(M) and
we can assume

c ≡ b(1) mod radp−1(M).

We note that ∂(b) = ∂([α]K) by the properties of the p-th power map, and
consequently ∂(b) = IK − s. Furthermore we have ∂([ζp]K) ≥ eK/p−1 = vK(1− ζp),
and since ζp is not a norm we must have s ≥ ∂([ζp]K) having U∂K(ζp) non-trivial

image modulo NL/K(L×). Consequently being s ≥ eK/p−1 we obtain the equality

IK − s = IL − ψL/K(min{ps, s+ eK}),

so ∂(b) is as stated.
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The element c has the biggest possible index for elements generating soc1(M)/ radp−1(M),
and similarly for b as generator of soc2(M)/ radp−2(M) when s > IK/(p − 1), be-
cause in this case we have radp−2(M) ⊂ MIK−s+1. The case s ≤ IK was excluded
in the hypotheses of the theorem.

We now show that we can modify b by suitable elements of radp−2(M) in order to
have exactly b(1) = c. Indeed, we are allowed to change b by x(p−2) for any x ∈Mr,
where r = IK − (p− 1)s, and the x(p−1) for all x ∈Mr generate rad1(M) ∩Mq for
q = IL − ψL/K(IK − φL/K(r)) by the properties of the norm map. We are done if

we can prove that ∂(b(1) − c) ≥ q. Note that

φL/K(r) = φL/K(IK − (p− 1)s) = IK − (p− 1)s = r

because we have IK − (p− 1)s ≤ s considering that s ≥ eK/p−1. We can show that
q ≤ ∂L(ζp) = ∂(b(1)) verifying that

IL − ψL/K(IK − [IK − (p− 1)s]) ≤ IL − ψL/K(IK − ∂K(ζp)).

Being a 7→ IL − ψL/K(IK − a) a monotonic increasing function of a we have to
verify that

IK − (p− 1)s ≤ ∂K(ζp),

or
(p− 1)s+ ∂K(ζp) ≥ IK

which is certainly true being ∂K(ζp) and s both at least eK/p−1 = IK/p. Similarly
we can prove that

q ≤ ∂(c) = IL − ψL/K(IK − s)
with a similar computation with s in the place of ∂([ζp]K), and we are done.
Construction of the ai. We will assume inductively that we have built a basis
{gi} of a submodule A of M , satisfying the following hypothesis:

(1) M/A is a free Fp[G]-module, and hence projective, and consequently A is
a direct factor of M ;

(2) let Sr = socr(M)/ socr−1(M) with the induced filtration for 1 ≤ r ≤ p, then

images of the elements g
(j)
i ∈ socr(M) which are contained in Srk \ Srk+1

should be linearly independent in Srk/S
r
k+1, for each r and k;

(3) for some k, the gi are contained in Spk and generate Spk+1.

We point out that the second requirement is equivalent to that of having

Γ(x) = min
ci,j 6=0

Γ(g
(j)
i )

whenever
x =

∑
i,j

ci,jg
(j)
i ,

and also to the requirement that for elements {g(j)i } generating modules of the same

length and with equal value of Γ(g
(j)
i ), then any non-trivial linear combination x

has equal value of Γ(x).
Let’s start with A to be the module generated by b (when present)and c. We

will show that such a submodule, equipped with a basis as above, can be extended
to a bigger submodule with a basis satisfying the same hypotheses.

Let k be the biggest integer such that Mk + socp−1(M) is not contained in
A+ socp−1(M). Then thanks to the inductive hypothesis 3 we have

A+ socp−1(M) ⊂Mk + socp−1(M).

Being Mk + socp−1(M) ) Mk+1 + socp−1(M) we have that k = ψL/K(h) for some
h by [FV02, Proposition 1.5], and let’s put

` = IL − ψL/K(IK − h),
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so that for each x ∈Mk and /∈Mk+1 + socp−1(M) we have x(p−1) ∈M` \M`+1. In
other words if ∂(x) = Γ(x) = k then ∂(x(p−1)) = `.

Now being the Fp[G]-module generated by x disjoint from A we certainly have
soc1(M)∩M` * A. Suppose that for some i the reduction of A∩ soci+1(M) modulo

soci(M) does not generate the quotient Si+1
`−si/S

i+1
`−si+1: this amounts to saying that

(A+M`−si+1) ∩ soci+1(M) + soci(M) +M`−si ∩ soci+1(M) + soci(M). (1)

Assume now x to be in M`−si∩soci+1(M) but not in the left hand side, and consider
x(1): if we had

x(1) ∈ (A+M`−s(i−1)+1) ∩ soci(M) + soci−1(M)

then we would have also

x(i) ∈ (A+M`+1) ∩ soc1(M) = A ∩ soc1(M).

We obtain that x(i) = y(i) for some y ∈ A, so

x ∈ A ∩ soc(i+1)(M) + soci(M),

contradicting the choice of x.
Consequently we can consider the biggest let d < p − 1 such that the (1) hold

with i = d, and let z be contained in M`−sd ∩ socd+1(M) but not in the left hand
side.

If d = 0 note that we can always take z ∈ A ∩ radp−1(M). If d = 1 and in
case (B) we have that z cannot generate soc2(M)/ radp−2(M) if δ(z) > δ(b), and if
δ(z) ≤ δ(b) subtracting from z a suitable multiple of b we can assure z ∈ radp−2(M),
and consequently z(1) ∈ radp−1(M). If d ≥ 2 we always have z(d) ∈ radp−1(M).

Since (σ − 1)p−1 is an isomorphism from M/ soc1(M) to radp−1(M) and z(d) ∈
rad(p−1)(M) we can find an element x ∈Mk such that x(p) = z(d). Since x(p−d)− z
has length d− 1 we have that Γ(xp−d) = `− ds, and in particular Γ(xp−i) = `− is
for all 0 ≤ i ≤ d.

We are done if we can show that {gi}∪ {x} satisfy the inductive hypotheses. To
do so we are reduced to showing that Γ(x(i)+t) = k+(i+1)s for each 0 ≤ i < p−d,

and for each t which is a combination of elements g
(j)
i generating a module of length

p− i. We will show that this equality holds for each element congruent to x modulo
Mk+1. Assume this is not the case, and let i be the smallest integer such that we
have γ = Γ(x(i)+t) > k+(i+1)s for some t as above, and assume the representative
x mod Mk+1 and t to be taken to maximize γ. Let γ = Ap + Bs for 0 ≤ B < p,
which will still be ≤ ` − s(p − i − 1). Then clearly B ≥ i or the generate module
would have length > p − i. If B > i then we could change x by some element in
Map+(b−i)s ⊂Mk+1 increasing γ.

If B = i consider x(p−1) − t(p−i−1): x(p−1) ∈M` ∩ soc1(M) by properties of the
norm map, while t(p−i−1) ∈ A ∩ soc1(M) ⊂ M`. So we have that Ap + Bs has to
be equal to `− s(p− i− 1), and x(i) − t is an element contained in M`−s(p−i−1) ∩
socp−i(M) + socp−i−1(M) but not in

(A+M`−s(p−i−1)+1) ∩ socp−i(M) + socp−i−1(M),

or we would have x(p−1)− t(p−i−1) ∈ A which is not the case. But this is impossible
by the choice of d, which we have taken is < p−i−1 but maximal with the property
(1).

By induction we obtain a basis of M with the required properties, and the
theorem is proved.
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