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Abstract. Given an anisotropic integrand F : Grk(Rn) → (0,∞), we can generalize
the classical isotropic area by looking at the functional

F(Σk) :=

∫
Σ

F (TxΣ) dHk.

While a monotonicity formula is not available for critical points [4], when k = 2 and
n = 3 we show that the Michael–Simon inequality holds if F is convex and close to 1 (in
C1), meaning that F is close to the usual area.

Our argument is partly based on some key ideas of Almgren, who proved this result in
an unpublished manuscript, but we largely simplify his original proof by showing a new
functional inequality for vector fields on the plane, which can be seen as a quantitative
version of Alberti’s rank-one theorem.

As another byproduct, we also show Michael–Simon for another class of integrands
which includes the ℓp norms for p ∈ (1,∞). For a general F satisfying the atomic con-
dition [8], we also show that the validity of Michael–Simon is equivalent to compactness
of rectifiable varifolds.

1. Introduction

1.1. Setting and main result. Geometric measure theory and, more broadly, a large
part of calculus of variations and geometric analysis deal with the classical isotropic area.
The study of its critical points Σk ⊂ Rn makes extensive use of the monotonicity formula,
asserting that for all p ∈ Rn we have

Hk(Σ ∩Br(p))

rk
≤ Hk(Σ ∩Bs(p))

sk
for 0 < r < s.

This fact has a number of useful consequences, best phrased in terms of varifolds (see, e.g.,
[14, Chapters 4 and 8]): among the fundamental ones, existence and upper semicontinuity
of the density for stationary varifolds, upper semicontinuity of their support under varifold
convergence, compactness of rectifiable and integral varifolds (either stationary or with
local uniform bounds on the first variation), and existence and conical symmetry of blow-
ups, the latter following from a more precise version of monotonicity.

There is a natural anisotropic generalization of the area functional, given by taking an
integrand F : Grk(Rn) → (0,∞) of class C1 and defining

F(Σ) :=

∫
Σ
F (TxΣ) dHk(x)

for a smoothly embedded Σk ⊂ Rn, extending the definition to k-varifolds in the obvious
way. In the anisotropic setting, it is known [4] that monotonicity fails (in the sense that
if F satisfies an identity resembling too closely the quantitative version of monotonicity,
then F is the isotropic area up to a linear change of coordinates). Thus, many basic tools
break down at this level of generality.

However, a weaker (though arguably more robust) fact is believed to hold for appropriate
classes of integrands F . Specifically, for n ≥ 3 and k ∈ {2, . . . , n− 1}, the Michael–Simon
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inequality (first proved in [13] for the isotropic area, as a consequence of monotonicity) is
conjectured to hold for appropriate F , leading to the following question.

Question 1.1. For which F does it hold that, given a rectifiable k-varifold V in Rn with
Θk(|V |, x) ≥ θ0 > 0 for |V |-a.e. x, as well as finite total mass and first variation, i.e.,
|V |(Rn), |δFV |(Rn) <∞, we have

(1) |V |(Rn)k−1 ≤ C(n, k, F )

θ0
|δFV |(Rn)k ?

While the range of applications of this bound would be far more limited compared to a
monotonicity formula (e.g., it would not give upper density bounds or conicality of blow-
ups), it would still have a number of key consequences, such as compactness of rectifiable
and integral varifolds and, when the first variation is in Lp with p > k, a lower density
bound of the form

|V |(Br(p)) ≥ crk for p ∈ spt(|V |), r < 1

(see (5) below) and upper semicontinuity of the support along converging sequences of
varifolds.

Remark 1.2. It is clear that, by scaling and normalization of density, (1) is equivalent
to its validity when θ0 = 1 and |V |(Rn) = 1. Moreover, it is equivalent to the functional
version of Michael–Simon (see Proposition 2.2 below): for any f ∈ C1

c (Rn) we have

(2)
[ ∫

Rn

|f |k/(k−1) d|V |
](k−1)/k

≤ C ′(n, k, F )

θ
1/k
0

[ ∫
Rn

|df | d|V |+
∫
Rn

|f | d|δFV |
]
.

In codimension one (when k = n− 1), conjecturally the appropriate assumption should
be strict convexity of F , by virtue of the fact that it is equivalent to the atomic condition
(AC), and in turn to have rectifiability under the assumption Θk(|V |, ·) > 0 a.e. [8]. More
precisely, once we identify Grn−1(Rn) with RPn−1 (i.e., a hyperplane with its unit normal
±ν) and F : Grn−1(Rn) → (0,∞) with an even function F : Sn−1 → (0,∞), we extend the
latter to a 1-homogeneous function F : Rn → [0,∞), which is then required to be convex,
and actually strictly convex along lines not passing through 0.

One of the main results of the present paper is to answer Question 1.1 affirmatively
for surfaces in R3, when F is convex and close enough to the area. This result was first
proved in an unpublished manuscript of Almgren, from which we borrowed several key
ideas, although we bypass a number of technical steps from his proof by leveraging some
new functional inequalities presented below.

Theorem 1.3. If n = 3, k = 2, and F is a convex integrand close enough to the isotropic
area in the C1 topology (i.e., ∥F |S2 − 1∥C1 is small enough), then the following holds.
Given a rectifiable 2-varifold V in R3 with finite total mass and first variation, letting
θ(x) := Θ2

∗(|V |, x), we have the scale-invariant bound

|V |(R3) ≤ C(F )H2({θ > 0})1/2 · |δFV |(R3).(3)

In particular, (1) holds for a possibly different constant C(F ).

Note that the second conclusion follows from the first one, since we can bound the
measure H2({θ > 0}) = H2({θ ≥ θ0}) from above by θ−1

0 |V |(R3). It should be noted
that the proof is not perturbative: in fact, it proceeds by singling out an explicit set of
integrands F (open in the C1 topology for F |S2) which happens to contain the isotropic
area. This result immediately implies the first assumption in the regularity lemma from
[5, p. 25]. Hence, we can apply Allard’s regularity theorem in the anisotropic setting [5,
p. 27] and obtain the following.
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Theorem 1.4. If n = 3, k = 2, and F is a convex smooth integrand close enough to the
isotropic area in the C1 topology, then the following holds for some universal ε > 0. Given
an integer-rectifiable 2-varifold V in B2r(x0) ⊂ R3 and x0 ∈ spt(|V |), if for some ν0 ∈ S2
we have

|V |(B2r(x0))

π(2r)2
∈
[1
2
,
3

2

]
,

as well as

|δFV | ≤ Λ|V |
for some Λ ∈ (0, ε/r), and ∫

B2r(x0)
⟨x− x0, ν0⟩2 d|V |(x) ≤ εr4,

then in the ball Br(x0) the varifold V agrees with a C1,α graph of multiplicity 1 over the
plane ν⊥0 , for any α ∈ (0, 1) (with a scale-invariant C1,α bound, vanishing as ε→ 0).

Moreover, for the same dimensions, using similar ideas (but a simpler tool, namely
Theorem 1.6 in place of Theorem 1.7), we also obtain the following. Note that the technical
condition in its statement holds for any ℓp norm with p ∈ (1,∞), namely if

F (ν) = (|νx|p + |νy|p + |νz|p)1/p.

Theorem 1.5. Assume that n = 3, k = 2, and F : R3 → [0,∞) is a strictly convex
integrand and even in each component. Moreover, for any coordinate plane P , assume

that πP (∇F (ν))
|πP (∇F (ν))| depends only on πP (ν)

|πP (ν)| , for all ν ∈ S2 \ π−1
P (0) (note that πP (∇F (ν)) ̸= 0

for such ν). Then the bound (3) holds true.

1.2. New variants of multilinear Kakeya in dimension two. Almgren’s argument is
quite technical in that it involves studying the lengths of carefully chosen pieces of curves
(corresponding to vector fields with summable divergence appearing as rows of the first
variation matrix), consisting of points where a certain projected density is large enough
and such vector fields are transverse enough. Our argument borrows some of his key ideas,
such as Definition 3.8, and bakes them directly into a new standalone functional inequality
(see (4)), from which Theorem 1.3 follows quite directly.

Before stating this key inequality, let us mention that one of the starting points in its
proof was the following simpler version.

Theorem 1.6. Given S, T ∈W 1,1(R2,R2), assume that Sx, T y ≥ 0 and det(S, T ) ≥ 0 a.e.
Then ∫

R2

det(S, T ) ≤ 1

4

(∫
R2

|divS|
)(∫

R2

|div T |
)
.

In fact, this result was already obtained in [10], where other nonlinear constraints are
studied. We will present nonetheless a short proof of it because, besides recovering the
sharp constant, our proof uses (in spirit) Smirnov’s decomposition of normal 1-currents as
superpositions of curves [15], which may be thought as the intuitive reason why this holds
(as discussed in Section 3), and the same technique can be used to prove the following
instrumental bound, where crucially we drop the assumption det(S, T ) ≥ 0.

Theorem 1.7. Given two vector fields S, T ∈W 1,1(R2,R2), we define

SP := (Sx − |Sy|)+, SN := (Sx − |Sy|)−,
TP := (T y − |T x|)+, TN := (T y − |T x|)−.
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Also, let χ : R2 → [0, 1] be a Borel function supported in a bounded set. Assuming
Sx, T y ≥ 0 then, for some universal constant C > 0, we have∫

R2

χmin{SP , TP } ≤ C∥χ∥L2

[ ∫
R2

(|S|+ |divS|)
]1/2[ ∫

R2

(|T |+ |div T |)
]1/2

+

∫
R2

(C|divS|+ C|div T |+ SN + TN ).

(4)

The same holds if Sx, Sy, T x, T y,divS, div T are just real-valued measures on the plane
with finite total variation (provided that Sx, T y ≥ 0).

Besides its own interest, this inequality can be viewed as a quantitative version of
previous existing results, such as [2, Proposition 8.6] or Alberti’s rank-one theorem, proved
initially in [1] and re-obtained with different techniques in [9, 12].

Corollary 1.8. Given u ∈ BV (Rn,Rm) and writing (Du)s = A|Du|s (polar decomposi-
tion of the singular part of Du), we have rk(A) = 1 at |Du|s-a.e. point.

We refer to Section 3 for the short argument used to deduce this from Theorem 1.7,
giving yet another proof of Alberti’s rank-one theorem.

1.3. General results in arbitrary dimension. Back to the general setting of arbitrary
k, n, and F , in [8] the atomic condition (AC) for F was introduced. Namely, F satisfies
(AC) if any average ∫

Grk(Rn)
BF (P ) dλ(P ), λ ∈ P(Grk(Rn))

has rank ≥ k, with equality if and only if λ = δP0 is a Dirac mass; here BF (P ) is the
matrix naturally associated with P ∈ Grk(Rn) in the computation of the first variation
(see (7)). It was shown in [8] that (AC) holds true if and only if, for any varifold V with
locally bounded first variation, the condition Θk,∗(|V |, x) > 0 for |V |-a.e. x implies (and
hence is equivalent to) the rectifiability of V .

Thus, it constitutes a very natural assumption that we will make throughout the rest
of this introduction (specifically, in Proposition 1.9 and Corollary 1.11). In this paper, we
will also prove the following general facts.

Proposition 1.9. Given n ≥ 3, k ∈ {2, . . . , n− 1}, and F : Grk(Rn) → (0,∞) satisfying
(AC), the following are equivalent.

(i) The Michael–Simon bound (1) holds true for some C(n, k, F ) > 0.
(ii) We have compactness of rectifiable varifolds: given a sequence (Vi)i∈N of rectifiable

k-varifolds, in Rn or (equivalently) in the torus Tn = Rn/Zn, if

Θk(|Vi|, x) ≥ θ0 > 0 for |Vi|-a.e. x, sup
i∈N

|δFVi|(K) <∞

for any compact set K, and Vi ⇀ V , then V is a rectifiable k-varifold with
Θk(|V |, x) ≥ θ0 > 0 for |V |-a.e. x.

(iii) There is no sequence (Vi)i∈N of rectifiable k-varifolds in Tn such that

|Vi|(Tn) = 1, Θk(|Vi|, x) ≥ i for |Vi|-a.e. x, |δFVi|(Tn) → 0

and Vi ⇀ Ln ⊗ λ as measures on Tn × Grk(Rn), for some probability measure
λ ∈ P(Grk(Rn)).

(iv) There is no sequence (Vi)i∈N of rectifiable k-varifolds in Rn, with spt(|Vi|) ⊆ [0, 1]n,
such that

|Vi|(Rn) = 1, Θk(|Vi|, x) ≥ i for |Vi|-a.e. x, sup
i∈N

|δFVi|(Rn) <∞

and Vi ⇀ (Ln [0, 1]n) ⊗ λ as measures on Rn × Grk(Rn), for some probability
measure λ ∈ P(Grk(Rn)).
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In fact, in (ii), the fact that Θk(|V |, x) ≥ θ0 > 0 for |V |-a.e. x holds automatically if V is
rectifiable.

This shows that, if compactness of rectifiable varifolds (or, equivalently, Michael–Simon)
fails, then we can find a counterexample exhibiting a phenomenon called diffuse concen-
tration: the measures |Vi| are concentrated on Borel sets Ei with Hk(Ei) (and thus their
projection πP (Ei) on any coordinate k-plane has Lk(πP (Ei)) → 0, making (πP )∗|Vi| look
more and more like a singular measure), but nonetheless their limit |V | is the Lebesgue
measure (whose projection (πP )∗|V | is Lebesgue).

Moreover, by an adaptation of Allard’s strong constancy lemma [5, p. 3] (see also
[8, 9]), we can show the following statement, in which S(D) denotes the finite-sum set of
D ⊆ R, i.e., the set of all possible finite, nonempty sums of elements of D (possibly with
repetitions).

Proposition 1.10. Given a sequence of rectifiable k-varifolds, in Rn or in Tn = Rn/Zn,
converging to a rectifiable k-varifold V , suppose that for each i ∈ N we have a set Di ⊆
(0,∞) with inf Di > 0 and a Borel set Ei ⊆ Rn such that

Θk(|Vi|, x) ∈ Di for |Vi|-a.e. x ̸∈ Ei,

as well as |Vi|(Ei ∩K) → 0 and supi |δFVi|(K) <∞ for any compact set K. Then, up to
a subsequence, for |V |-a.e. x we have

Θk(|V |, x) = lim
i→∞

vi

for suitable vi ∈ S(Di) depending on x.

The following is a direct consequence of the previous two facts.

Corollary 1.11. Given F satisfying (AC), if any of the equivalent conditions above holds,
then we also have compactness of integer-rectifiable varifolds: given a sequence (Vi)i∈N of
rectifiable k-varifolds, in Rn or in Tn, if

Θk(|Vi|, x) ∈ N \ {0} for |Vi|-a.e. x, lim inf
i→∞

|δFVi|(K) <∞

for any compact set K, and Vi ⇀ V , then V is a rectifiable k-varifold with Θk(|V |, x) ∈
N \ {0} for |V |-a.e. x.

Let us now state another simple consequence of (1). Recall that, given p ∈ [1,∞] and
a k-varifold V , we say that its first variation is locally in Lp if V has locally bounded first
variation and |δFV | = f |V | for some f ∈ Lp

loc(|V |).

Corollary 1.12. If any of the equivalent conditions of Proposition 1.9 holds, then the
following hold true as well.

(i) Given a rectifiable k-varifold V , assume that Θk(|V |, x) ≥ θ0 for |V |-a.e. x and
that δFV is locally in Lp for some p ∈ (k,∞]. Then, for all x ∈ spt(|V |), we have
Θk

∗(|V |, x) ≥ c(n, k, F )θ0. More precisely, if |δFV | = f |V | with ∥f∥Lp(B1(x),|V |) ≤
Λ, there exists r0(n, k, p, F,Λ) ∈ (0, 1) such that

(5) |V |(Br(x)) ≥ c(n, k, F )θ0r
k for all r ∈ (0, r0).

(ii) Moreover, if Vi ⇀ V are as in (i) and lim supi→∞ ∥fi∥Lp(K,|Vi|) <∞ (where |δFVi| =
fi|Vi|) for any compact set K, then

spt(|Vi|) → spt(|V |)

in the Hausdorff sense.
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Remark 1.13. While we study autonomous integrands F (P ), for simplicity and in order
to have scale-invariant bounds when possible, in general one can consider non-autonomous
ones, of the form F (x, P ). This generalization is necessary in order to look at anisotropic
integrands on manifolds Mn, where F is defined on the Grassmannian bundle of k-planes
and thus locally takes this form. Compared to the autonomous case, the general case just
introduces an error term which is easily handled (and can be locally incorporated in a
reduced form of δFV , namely the right-hand side of (6)). Straightforward modifications
show that all the stated consequences of Michael–Simon still hold true, assuming this
bound in a local form such as

|V |(Rn)k−1 ≤ C(n, k, F,K)

θ0
|δFV |(Rn)k whenever spt(|V |) ⊆ K,

where K ⊂ Rn (or K ⊆Mn) is an arbitrary compact set.
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2. Preliminaries and proof of Propositions 1.9, 1.10, and Corollary 1.12

Given two integers n ≥ 3 and k ∈ {2, . . . , n − 1}, let Grk(Rn) be the Grassmannian of
k-planes in Rn (without orientation). Recall that it admits a natural structure of compact
manifold of dimension k(n− k) and can be identified with the set of matrices

{S ∈ Rn×n : ST = S, S2 = S, trS = k},

with the smooth structure induced from Rn×n. Given a plane P ∈ Grk(Rn) and a linear
isomorphism L ∈ GL(n), we denote by L[P ] = L(P ) ∈ Grk(Rn) the image of P through
L.

Consider a k-dimensional varifold (or simply k-varifold) V in an open set U ⊆ Rn,
namely a nonnegative Radon measure on U ×Grk(Rn). Letting π : Rn ×Grk(Rn) → Rn

denote the projection on the first factor, we will often write

|V | := π∗V,

called the weight of V (a Radon measure on U). A diffeomorphism φ : U → U induces
a diffeomorphism φ̂ of U × Grk(Rn), mapping (x, P ) to (φ(x), dφ(x)[P ]). The varifold
pushforward of V through φ is

φ∗V := φ̂∗(JφV ), Jφ(x, P ) :=
Hk(dφ(x)[P ∩B1(0)])

Hk(P ∩B1(0))
=

Hk(dφ(x)[P ∩B1(0)])

ωk
,

where the Jacobian factor Jφ : Rn × Grk(Rn) → (0,∞) is the usual correction factor
motivated by the area formula.

Let F : Grk(Rn) → (0,∞) be a C1 function, which is often called an anisotropic
integrand. It induces a functional on k-varifolds in U given by

F(V ) :=

∫
U×Grk(Rn)

F (P ) dV (x, P ).

1Views and opinions expressed are however those of the authors only and do not necessarily reflect
those of the European Union or the European Research Council.
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More generally, given B ⊆ U Borel, we set

F(V,B) :=

∫
B×Grk(Rn)

F (P ) dV (x, P );

it is clear that for two constants 0 < c(n, k, F ) ≤ C(n, k, F ) we have

c|V |(B) ≤ F(V,B) ≤ C|V |(B).

Given a vector field X ∈ C1
c (U), the first variation of V along X (with respect to F ) is

defined as

⟨δFV,X⟩ := d

dt

∣∣∣
t=0

F((φX
t )∗V, spt(X)),

where (φX
t )t∈R is the flow of X at time t. It can be shown (see, e.g., [8, Lemma A.2]) that,

under the above identification, the previous derivative always exists and is given explicitly
by

(6) ⟨δFV,X⟩ =
∫
U×Grk(Rn)

⟨BF (S), dX(x)⟩ dV (x, S),

where we use the Hilbert–Schmidt inner product on matrices and BF (S) ∈ Rn×n is
uniquely defined by

(7) ⟨BF (S), L⟩ := F (S)⟨S,L⟩+ dF (S)[(I − S)LS + SLT (I − S)]

for all L ∈ Rn×n (note that (I − S)LS + SLT (I − S) ∈ TSGrk(Rn)).
As in the isotropic case (where F ≡ 1), we will say that V has locally bounded first

variation if ⟨δFV,X⟩ can be locally represented by integration of X against a vector-
valued measure. In this case, |δFV | denotes the associated total variation measure.

We will eventually focus on the codimension-one case k = n − 1 (in particular, when
k = 2 and n = 3). In this case, we can identify Grn−1(Rn) ∼= RPn−1, i.e., a hyperplane P
is identified with ±ν, the unit vector perpendicular to P . We can then identify F with an
even function

F : Sn−1 → (0,∞).

Taking the 1-homogeneous extension (still denoted by F ), namely F (λν) := λF (ν) for all
λ ≥ 0, we obtain a function F : Rn → [0,∞). In this case, the atomic condition (AC)
mentioned in the introduction is equivalent to require that F is strictly convex along all
lines which do not pass through 0 [8, Theorem 1.3]. Also, we have the simpler formula

(8) BF (ν) = F (ν)I − ν ⊗ dF (ν),

where dF (ν) ∈ (Rn)∗ is the differential of the 1-homogeneous extension at ν (note that
BF (ν) = BF (−ν), as expected).

We now turn to the proofs of the general facts stated in the introduction, starting with
a well-known lemma.

Lemma 2.1. Given a k-varifold V in an open set U with locally bounded first variation,
if Br(p) ⊂ U and the derivative d

dρ |V |(Bρ(p))|ρ=r exists then V ′ := 1Br(p)V has

|δFV ′|(Rn) ≤ |δFV |(Br(p)) + C(n, k, F )
d

dρ
|V |(Bρ(p))

∣∣∣
ρ=r

.

Proof. This is easily seen by taking a cut-off function χ such that χ = 1 on Br−h(p), χ = 0
outside Br(p), and |dχ| ≤ 2/h (for a given h ∈ (0, r)), and noting that the varifold χV has

⟨δF (χV ), X⟩ = ⟨δFV, χX⟩+O(∥dχ∥C0∥X∥C0) · |V |(Br(p) \Br−h(p))

for any X ∈ C1
c (Rn,Rn), so that

|δF (χV )|(Rn) ≤ |δFV |(Br(p)) + C(n, k, F )
|V |(Br(p))− |V |(Br−h(p))

h
,
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which gives the claim in the limit h→ 0. □

Proof of Corollary 1.12. Let us prove (i). Letting µ(r) := |V |(Br(x)), since for a.e. r > 0
the truncated varifold V ′ := 1Br(x)V has |δFV ′|(Rn) ≤ |δFV |(Br(x)) + Cµ′(r), we get

µ(r)(k−1)/k ≤ C|δFV |(Br(x)) + Cµ′(r) ≤ Cxµ(r)
α + C(n, k, F )µ′(r)

for a.e. r ∈ (0, 1), where α := 1 − 1
p and Cx depends on n, k, F and also on (an upper

bound on) ∥f∥Lp(Br(x),|V |), where |δFV | = f |V |. Since x ∈ spt(|V |), we have µ(r) > 0 and
hence

(µ(r)1/k)′ ≥ c− C ′
xµ(r)

β

k

for a.e. r ∈ (0, 1), where c = C(n, k, F )−1 and β := α−(1− 1
k ) > 0. As long as C ′

xr
βk < c/2,

we either have µ(r) ≥ rk or c−C′
xµ(ρ)

β

k ≥ c
2k for all ρ ∈ (0, r). In the latter case, we

obtain µ(r)1/k ≥ cr
2k , giving the claim in both cases (for a different c > 0). The upper

semicontinuity of the support along converging sequences is a direct consequence. □

Proposition 2.2. The Michael–Simon bound (1) is equivalent to its functional version
(2).

Proof. To see that (1) implies (2), note that a simple cut-off argument as in the previous
proof shows that, for a.e. t > 0, V ′ := 1{|f |>t}V has

|δFV ′|(Rn) ≤ |δFV |({|f | > t})− Ch′(t), h(t) :=

∫
{|f |>t}

|df | d|V |,

for a possibly different C. Assuming for simplicity θ0 = 1 and applying (1) to V ′, we get

m(t)(k−1)/k ≤ C|δFV |({|f | > t})− Ch′(t), m(t) := |V |({|f | > t}),

which gives (2) thanks to the well-knwon bound (
∫∞
0 m(t)tp−1 dt)1/p ≤ p−1/p

∫∞
0 m(t)1/p dt

for any decreasing m(t) and p ∈ [1,∞) (we take p := k/(k − 1)). □

Let us now show Proposition 1.10, from which Proposition 1.9 will follow quite easily.

Proof of Proposition 1.10. Up to a subsequence, we can assume that |δFVi| ⇀ ν for a
suitable Radon measure ν. For |V |-a.e. x, the rectifiable varifold V admits an approximate
tangent plane and there exists C > 0, depending on x, such that2

ν(Br(x)) ≤ C|V |(Br(x)) for all r ∈ (0, 1).

Take any such point x0; up to a translation and a rotation, we can assume that x0 = 0
and the tangent plane is θ times P = span{e1, . . . , ek}, for some constant θ > 0.

By a straightforward diagonal argument, we can find a sequence of radii ri → 0 such
that, denoting by Wi the varifolds dilated by a factor r−1

i and Ẽi := r−1
i Ei, we have

Wi ⇀ θP, |Wi|(Ẽi) → 0,

where P is identified with the corresponding multiplicity one varifold. To conclude, it
suffices to show that θ = limi→∞ vi for suitable vi ∈ S(Di). Clearly, it is enough to check
that this holds along a subsequence.

Note that

(9) |δFWi|(B1(0)) = r1−k
i |δFVi|(Bri(0)) ≤ Cr1−k

i |Vi|(Bri(0)) = Cri|Wi|(B1(0)) → 0.

2Recall that, for any two Radon measures ν and µ, we have

lim sup
r→0

ν(Br(x))

µ(Br(x))
< +∞ for µ-a.e. x.
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Moreover, for each i ∈ N we can find ρi ∈ (1/2, 3/4) such that d
dρ |Wi|(Bρ(0))|ρ=ρi ≤

C|Wi|(B1(0)) ≤ C, so that by Lemma 2.1 the varifold W ′
i := 1Bρi (0)

Wi has |δFW ′
i |(Rn) ≤

C. We can now apply [8, Lemma 3.2] to the sequence (W ′
i ) (with Fi := F ) and deduce

the strong convergence

(πP )∗|W ′
i | → fHk P,

for some f ∈ L1(P ) supported in the unit ball. Moreover, since Wj ⇀ θP , we have f = θ
on P ∩B1/2(0).

Now, denoting by TxW
′
i ∈ Grk(Rn) the (normalized) approximate tangent plane (which

exists |W ′
i |-a.e.), let Ji(x) ∈ [0, 1] denote the Jacobian of the projection πP along TxW

′
i ,

namely Ji(x) = ω−1
k Hk(πP (B1(0) ∩ TxW ′

i )). By the varifold convergence Wi ⇀ θP , we
have ∫

B1(0)
|Ji(x)− 1| d|W ′

i | → 0,

so that

(πP )∗[Ji|W ′
i | (Rn \ Ẽi)] → fHk P.

Since Θk(|W ′
i |, x) ∈ Di for |W ′

i |-a.e. x ∈ Rn \ Ẽi, by the area formula we have

(πP )∗[Ji|W ′
i | (Rn \ Ẽi)] = fiHk P

for some fi ∈ L1(P ) taking values in S(Di) a.e. (as inf Di > 0 for all i). Since fi → θ
strongly in L1(B1/2(0)), the claim follows. □

Finally, let us turn to the equivalence between Michael–Simon and compactness of
rectifiable varifolds, namely Proposition 1.9.

Proof of Proposition 1.9. Let us first check that (i) implies (ii): let us then assume that
Vi ⇀ V is a sequence as in (ii), with θ0 = 1. Given a point p ∈ spt(|Vi|), if |δFVi|(Br(p)) ≤
Λ|Vi|(Br(p)) for all r ∈ (0, 1/2) then we claim that (1) gives c(n, k, F,Λ) > 0 such that

(10) |Vi|(Br(p)) ≥ crk for all r ∈ (0, 1/2).

Indeed, letting µ(r) := |Vi|(Br(p)), whenever the classical derivative µ′(r) exists, by
Lemma 2.1 the varifold V ′

i := 1Br(p)Vi has total first variation bounded by Λµ(r) +
C(n, k, F )µ′(r). Now, using Theorem 1.3 for V ′

i (which can be viewed as a varifold in
Rn even when M = Tn, as B1/2(p) ⊂ Tn is isometric to B1/2(0) ⊂ Rn), we deduce that

µ(r)(k−1)/k ≤ Λµ(r) + Cµ′(r) for a.e. r ∈ (0, 1/2),

which easily gives (10) (see also the proof of Corollary 1.12).
We now repeat the first part of the proof of [14, Theorem 40.6]. Let K := BR(0) and

call Si,ℓ ⊆ K the set of points p ∈ spt(|Vi|)∩K such that |δFVi|(Br(p)) ≤ ℓ|Vi|(Br(p)) for

all 0 < r < 1/2. Since supi |δFVi|(BR+1) < ∞, using Besicovitch’s covering lemma it is
immediate to check that |Vi|(K \ Si,ℓ) → 0 as ℓ→ ∞, uniformly in i.

It follows that, letting Sℓ denote the (relatively closed) set of points q in BR(0) such
that q = limj→∞ pij , for some sequence pij ∈ Sij ,ℓ (and some subsequence ij → ∞), we
have

lim
ℓ→∞

|V |(BR(0) \ Sℓ) = 0.

Indeed, for any compact K ′ ⊆ BR(0) \ Sℓ there exists a small ρ > 0 such that Si,ℓ ∩
Bρ(K

′) = ∅ for i large enough, yielding |V |(K ′) ≤ lim infi→∞ |Vi|(Bρ(K
′) \ Si,ℓ) and thus

|V |(BR(0) \ Sℓ) ≤ lim infi→∞ |Vi|(K \ Si,ℓ) → 0 as ℓ→ ∞.

On the other hand, given q ∈ Sℓ, (10) gives |V |(Br(q)) ≥ c(n, k, F, ℓ)rk for all r ∈
(0, 1/2), and thus

Θk
∗(|V |, q) > 0 for all q ∈

⋃
ℓ

Sℓ.
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Since the complement of
⋃

ℓ Sℓ is |V |-negligible, by [8, Theorem 1.2] the varifold V is
rectifiable. Moreover, by Proposition 1.10 it has density ≥ 1 at |V |-a.e. point, as desired.

It is obvious that (ii) implies (iv). Moreover, we claim that (iv) implies (iii): if we
have a bad sequence as in (iii), then by averaging we can find ci1, . . . , c

i
n ∈ R/Z such that

|Vi|(π−1
j (Br(c

i
j))) ≤ 4r for any r small enough (depending on i, j), where πj : Tn → T1

is the projection to the j-th coordinate. Up to a translation, we can assume that cij = 0.

Then, lifting Vi to a periodic varifold Ṽi in Rn, the truncated varifolds 1(0,1)n Ṽi have
uniformly bounded first variation (by the same argument of Lemma 2.1) and satisfy all
the other conclusions of a bad sequence in (iv).

Finally, let us see that (iii) implies (i). Assuming by contradiction that (1) fails, we will
construct a bad sequence as in (iii). Fix a finite α > n+1

k ; since (1) is scale-invariant, if

it fails then there exists a sequence (Vi) of rectifiable k-varifolds with Θk(|Vi|, x) ≥ 1 for
|Vi|-a.e. x and

|Vi|(Rn) = 1, |δFVi|(Rn) ≤ εαi ,

for a vanishing sequence 0 < εi ≤ 1/i. Dilating Vi by a factor ε
(n+1)/k
i < 1 and multiplying

the resulting varifold by ε−1
i , we obtain a new sequence of varifolds Wi satisfying

|Wi|(Rn) = εni , |δFWi|(Rn) ≤ εβi , Θk(|Wi|, x) ≥ ε−1
i ≥ i for |Wi|-a.e. x,

where β := α+ (n+1)(k−1)
k −1 > n. Finally, assuming without loss of generality that εi =

1
ℓi

for some integer ℓi > 1, we define

Z̃i :=
∑
c∈Zn

(Wi + εic)

where, with a slight abuse of notation, we denote by Vi+a the translation of Vi by a ∈ Rn.
It is easy to check that finite partial sums have locally uniformly bounded mass, so that
the series does indeed define a k-varifold in Rn. This varifold is Zn-periodic and thus is
the lift of a varifold Vi on Tn, which has

|Zi|(Tn) = ε−n
i |Wi|(Rn), |δFZi|(Tn) ≤ ε−n

i |δFWi|(Rn)

and hence

|Zi|(Tn) = 1, |δFZi|(Tn) ≤ εγi , γ := β − n > 0,

as well as Θk(|Zi|, x) ≥ i at |Zi|-a.e. x. Since in fact Zi is εiZn-periodic, it is clear
that it converges to a varifold of the form Z = Ln ⊗ λ, with λ ∈ P(Grk(Rn)), along a
subsequence. □

3. Nonlinear inequalities for vector fields on the plane

The main goal of this section is to prove the following new nonlinear inequality for
vector fields on the plane, stated again for the reader’s convenience.

Theorem 3.1. Given two vector fields S, T ∈W 1,1(R2,R2), we define

SP := (Sx − |Sy|)+, SN := (Sx − |Sy|)−,
TP := (T y − |T x|)+, TN := (T y − |T x|)−.

(11)

Also, let χ : R2 → [0, 1] be a Borel function supported in a bounded set. Assuming
Sx, T y ≥ 0 then, for some universal constant C > 0, we have∫

R2

χmin{SP , TP } ≤ C∥χ∥L2

[ ∫
R2

(|S|+ |divS|)
]1/2[ ∫

R2

(|T |+ |div T |)
]1/2

+

∫
R2

(C|divS|+ C|div T |+ SN + TN ).

(12)
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The same holds if Sx, Sy, T x, T y,divS, div T are just real-valued measures on the plane
with finite total variation (provided that Sx, T y ≥ 0).

Remark 3.2. In the general case of measures, quantities such as
∫
R2 |S| should be in-

terpreted as |S|(R2) and SP , SN , TP , TN are defined by the same formula (equivalently,
writing S = σ|S| for a unit-valued σ, we have SP = (σx − |σy|)+|S|). Recall also that
min{µ, ν} := (µ + ν − |µ − ν|)/2 for two real-valued measures µ, ν (equivalently, writing
µ = f(|µ|+ |ν|) and ν = g(|µ|+ |ν|), we have min{µ, ν} = min{f, g}(|µ|+ |ν|)).

While (12) is not scale-invariant, taking an arbitrary χ such that χ = 0 L2-a.e. and
applying the bound to all rescalings of S, T , we immediately obtain the following, which
can be seen as a special case of [2, Proposition 8.6].

Corollary 3.3. Under the same assumptions, denoting by S,T the singular parts of the
measures S, T , we have ∫

R2

min{SP ,TP } ≤ C

∫
R2

(SN + TN ).

In particular, if SN = TN = 0 then the two measures SP and TP are mutually singular.

Thus, in the last corollary, the assumption that divS and div T are finite measures is
used only qualitatively. Given u ∈ BV (R2,R2) and taking

S := (∂yu
y,−∂xuy), T := (−∂yux, ∂xux),

we have divS = div T = 0. Taking φr supported in a ball Br(p) and applying the previous
bound to φrS, φrT , we obtain∫

R2

φr min{(Ax
x − |Ax

y |)+, (Ax
x − |Ax

y |)+} d|Du|s

≤ C

∫
R2

φr[(A
x
x − |Ax

y |)− + (Ax
x − |Ax

y |)−] d|Du|,

where A (with rows Ax, Ay) is given by the polar decomposition Du = A|Du| and |Du|s
denotes the singular part. In particular, if p is an approximate continuity point for A and
a point of density one for |Du|s (with respect to |Du|), taking r → 0 we see that A(p)
must be far from I. Since this must also hold if we compose u with linear transformations,
this immediately implies the following.

Corollary 3.4 (Alberti’s rank-one theorem [1, 9, 12]). Given u ∈ BV (R2,R2) and writ-
ing (Du)s = A|Du|s, we have rk(A) = 1 at |Du|s-a.e. point. By a well-known slicing
argument (see, e.g., [7, Proposition 1.3]), this implies that the same holds for a function
u ∈ BV (Rn,Rm) with any m,n ≥ 1.

Before turning to Theorem 3.1, we will first obtain a simpler and perhaps more intuitive
bound, for vector fields obeying a certain nonlinear constraint. Namely, we will derive the
following sharp estimate, which was also proved in [10, Theorem A] (although with non-
sharp constant). We will give a full proof of it since our techniques are different and more
readily adaptable to give also Theorem 3.1 above.

Theorem 3.5. Given S, T ∈W 1,1(R2,R2), assume that Sx, T y ≥ 0 and det(S, T ) ≥ 0 a.e.
Then ∫

R2

det(S, T ) ≤ 1

4

(∫
R2

|divS|
)(∫

R2

|div T |
)
.

The intuition behind this result is that, by Smirnov’s decomposition theorem for 1-
dimensional currents [15], the current associated to S is a (weighted) superposition of
curves γ. The boundary of each curve contributes 2 to the total mass of the boundary,
which is

∫
R2 |divS|, so that (informally) the weighted number of curves building up S is
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1
2

∫
R2 |divS|, and similarly for T . On the other hand, the condition det(S, T ) ≥ 0 forces

a curve in S and a curve in T to meet at most once, and the integral of det(S, T ) counts
the (weighted) total number of intersections. This is best seen by looking at an example
where S, T ∈ BV (R2,R2) are supported on ε-fattened curves, for ε small, and point along
the curve; this example also shows that the bound is sharp, with equality achieved quite
often. With this intuition in mind, this bound can be seen as a functional version of the
(trivial) planar case of the multilinear Kakeya inequality [6, 11], extended to a situation
where the tubes are not necessarily straight.

S

T

The following is an immediate corollary, which will be used to prove Theorem 1.5. In its
statement, we consider the class M+ of matrix-valued measures M (on R2, with values in
R2×2) such that, writing M = A|M | for some unit-valued Borel A : R2 → R2×2, we have

Ax
x, A

y
y, det(A) ≥ 0 (|M |-a.e.). We let

√
det(M) :=

√
det(A)|M |, which is a well-defined

nonnegative measure.

Corollary 3.6. Given two vector fields S, T ∈W 1,1(R2,R2), assume that Sx, T y ≥ 0 and
det(S, T ) ≥ 0 a.e. Also, let χ : R2 → [0, 1] be a Borel function supported in a bounded
set. Then we have∫

R2

χ
√

det(S, T ) ≤ 1

2
∥χ∥L2

[ ∫
R2

|divS|
]1/2[ ∫

R2

|div T |
]1/2

.(13)

The same holds if Sx, Sy, T x, T y,divS, div T are just real-valued measures on the plane
with finite total variation, provided that (S, T ) ∈ M+ (where we view S, T as rows of a
matrix-valued measure).

Indeed, by approximation, it is enough to check this result when χ ∈ C0
c (R2). If

S, T ∈ W 1,1(R2,R2) then the statement follows from Theorem 3.5 and Cauchy–Schwarz.
In general, it follows by approximating S, T by Sε, Tε ∈ C∞

c (R2,R2) in such a way that
(viewing Sε, Tε as measures) we have the tight convergence |Sε|, |Tε|⇀ |S|, |T |, as well as
|divSε|, |div Tε| ⇀ |divS|, |div T |. Indeed, by Reshetnyak’s continuity principle, we will
also have √

det(Sε, Tε)⇀
√
det(S, T )

as measures, since the assignment A 7→
√
det(A)+ is 1-homogeneous.

3.1. Proof of the simpler Theorem 3.5. Step 1. In order to prove Theorem 3.5, we
first notice that we can reduce to the case of smooth, compactly supported vector fields.
Indeed, we can assume that both S, T are supported in a ball BR(0) and |S|2 + |T |2 ≤ Λ2

for some R,Λ > 0. Let us fix a nonnegative cut-off function ψ ∈ C∞
c (R2) such that ψ = 1

on BR+1(0). Replacing Sx and T y with Sx + ε|Sy| + εψ and T y + ε|Tx| + εψ (for ε > 0
small), respectively, we obtain perturbed vector fields (still denoted by S, T ) such that

Sx ≥ ε|S|, T y ≥ ε|T |,

the angle between S and T is ≥ ε′ > 0 (at points where S, T ̸= 0), and

Sx, T y ≥ ε on BR+1(0),
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while S, T are smooth on the complement of BR(0). In particular, we have det(S, T ) ≥
ε′′ > 0 on BR+1(0). Calling Ax, Ay the two rows of a generic 2 × 2 matrix A, we select
λ, µ ∈ (0, ε) and ν ∈ (0, ε′′) giving a regular value for the function A 7→ (Ax

x, A
y
y,det(A)),

so that

M := {A : Ax
x ≥ λ, Ay

y ≥ µ, det(A) ≥ ν}

admits a (1 + Cδ)-Lipschitz projection π : Bδ(M) ∩ B2Λ(0) → M for δ > 0 small; also,
viewing S, T as rows, we have (S, T ) ∈ M on BR+1(0). Next, we can apply the stan-
dard Schoen–Uhlenbeck trick: approximating the pair (S, T ) by a mollification with vari-
able radius (leaving (S, T ) unchanged on the complement of BR+1(0)), by the embedding
W 1,2 ↪→ VMO the resulting pair (S′, T ′) belongs to the domain of π. We can then take
(S′′, T ′′) := π(S′, T ′) as a smooth perturbation of (S, T ) still satisfying the assumptions.

Step 2. Assuming henceforth that S, T ∈ C∞
c (R2,R2), we claim that, up to another

small perturbation, we can assume S = αZ and T = βW , for smooth, complete vector
fields Z,W and coefficients α, β ∈ C∞

c (R2) such that

α ≥ 0, β ≥ 0, divZ = divW = 0, Zx > 0, W y > 0, det(Z,W ) > 0.(14)

Indeed, given ε > 0 and a nonnegative cut-off function φ ∈ C∞
c (R2) with φ = 1 near

the supports of S and T , we can let S′ := φS̃ and T ′ := φT̃ , with S̃ := S + ε∂x and
T ′ := T + ε∂y. Since S′, T ′ are arbitrarily close to S, T in the smooth topology, it is
enough to prove the inequality for these new vector fields.

Also, we can write S̃ = α̃Z for a vector field Z with divZ = 0 and α̃ a smooth positive
function. Indeed, the plane is foliated by the integral curves of S̃ starting on the vertical
axis {0} × R, since S̃x > 0 and, outside of a compact set, S̃ = ε∂x. Hence, we can let

α′ := 1 on the vertical axis {0} × R and solve the equation div(α̃−1S̃) = 0 along all the
integral curves γ : R → R2, where it becomes the ordinary differential equation

d

dt
(α̃ ◦ γ)(t) = (α̃ div S̃) ◦ γ(t).

Now, letting α := φα̃ and β := φβ̃, we arrive at S′ = αZ and T ′ = βW , as desired. Note
that (14) also holds. In the sequel, we replace S and T with the approximations S′ and
T ′.

Step 3. It is convenient to further approximate S and T with piecewise divergence-free
vector fields, as follows. For τ > 0, let γj : R → R2 be the integral curve of Z with
γj(0) = (0, jτ), for j ∈ Z. Together with the vertical lines ℓk := {kτ} × R, these curves
split the plane into a family of (open) regions Pτ := (Rjk)j,k∈Z diffeomorphic to the unit
square, where Rjk is bounded by γj , γj+1, ℓk, and ℓk+1.
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ℓk ℓk+1

γj

γj+1

Rjk

For each region R = Rjk ∈ Pτ , we denote ∂LR := R∩ ℓk and ∂RR := R∩ ℓk+1 the left
and right sides of the boundary of R. We then let

Sτ :=
∑
R∈Pτ

αR1RZ,

with αR ≥ 0 a constant chosen so that the flow of αRZ|R across ∂LR equals the flow of
S|R across the same segment. Note that Sτ belongs to BV (R2,R2) and that its divergence
is a measure supported on the vertical lines

⋃
k ℓk, since Z is divergence-free and parallel

to the curves γj .
Step 4. Let us show a simple fact.

Lemma 3.7. The total variation of divSτ on R2 is bounded by
∫
R2 |divS|.

Proof. Given two adjacent regions R and R′ with ∂RR = ∂LR′, note that αR′ is chosen
so that ∫

∂LR′
αR′Zx =

∫
∂LR′

Sx =

∫
∂RR

Sx.

Hence,

(αR′ − αR)

∫
∂LR′

Zx =

∫
∂RR

Sx − αR

∫
∂RR

Zx

=

∫
∂RR

Sx − αR

∫
∂LR

Zx

=

∫
∂RR

Sx −
∫
∂LR

Sx,

where we used divZ = 0 in the second equality. Recalling that Zx > 0, we get

|αR′ − αR|
∫
∂LR′

Zx =
∣∣∣ ∫

∂RR
Sx −

∫
∂LR

Sx
∣∣∣ ≤ ∫

R
|divS|.

Since the total variation of divSτ is the sum of the quantity in the left-hand side over all
pairs of regions R,R′ with ∂RR = ∂LR′, the claim follows. □

By the previous lemma, since Sτ → S pointwise as τ → 0, it is enough to prove
Theorem 3.5 for Sτ and Tτ , where Tτ is obtained in a similar way (interchanging x and
y), relative to a partition Qτ of the plane.



MICHAEL–SIMON INEQUALITY FOR ANISOTROPIC ENERGIES 15

Step 5. To motivate what follows, we make the following formal observation: since the
coefficients in the approximation Sτ =

∑
R αR1RZ are nonnegative, Sτ can be viewed as

a superposition (with nonnegative coefficients) of indicator functions times Z, in such a
way that the divergence of these terms sums up to divSτ without cancellation.

We now proceed to make this rigorous. Note that αR = 0 for all but finitely many
regions. Given µ > 0 different from all the (finitely many) values αR, for each j ∈ Z
consider a maximal chain of consecutive regions Rjk, . . . ,Rjk′ such that the associated

constants satisfy αR > µ, and let R̂ be their union, which coincides with the region
bounded by γj , γj+1, ℓk, and ℓk′+1 (up to negligible sets).

It is easy to check that the sum s(µ) of the total variations |div(1R̂Z)|(R
2), as R̂ (and

j) vary, equals the sum of
∫
∂LR′ Z

x for all couples of adjacent regions R,R′ such that µ

lies between αR and αR′ (regardless of the order). Hence,∫ ∞

0
s(µ) dµ =

∑
R,R′ : ∂RR=∂LR

|αR − αR′ |
∫
∂LR′

Zx = |divSτ |(R2).

The analogous sums t(ν) coincide for the vector field W , for a given value ν > 0.
Step 6. If we prove that∫

R̂∩Ŝ
det(Z,W ) ≤ 1

4
|div(1R̂Z)|(R

2) |div(1ŜZ)|(R
2)(15)

for two chains of regions R̂ and Ŝ as above (relative to Z and W , respectively), then

summing over all chains R̂ and Ŝ (for a given choice of µ and ν) we get∫
R2

det
( ∑

αR>µ

1RZ,
∑
αS>ν

1SW
)
≤ 1

4
s(µ)t(ν),

and Theorem 3.5 follows by integrating in µ and ν.
Step 7. In order to prove (15), we first find two smooth functions f, g : R2 → R such

that

Z = ∇⊥f, W = ∇⊥g,

where ∇⊥ = (−∂y, ∂x). The function f is just any primitive of the closed form Zy dx −
Zx dy, and similarly for g. Note that the level sets of f and g are precisely the (maximal)
integral curves of Z and W .

The key observation is that, since det(Z,W ) > 0, an integral curve of Z meets an
integral curve of W only once (since det(Z,W ) = −df(W ), actually f decreases along an
integral curve of W ). Hence, the map (f, g) : R2 → R2 is injective. Since det(Z,W ) ≥ 0
is the Jacobian determinant of this map, by the area formula the integral of det(Z,W ) is
bounded by the area of the image:∫

R̂∩Ŝ
det(Z,W ) ≤ L2((f, g)(R̂ ∩ Ŝ)).

Since R̂ is foliated by level sets of f starting on the left side ∂LR̂ = ∂LRjk, the oscillation

of f on R̂, namely supR̂ f − infR̂ f , is bounded by (and in fact equal to)∫
∂LR̂

|∂yf | =
∫
∂LR̂

Zx =
1

2
|div(1R̂Z)|(R

2),

where we used the fact that
∫
∂LR̂ Z

x =
∫
∂RR̂ Z

x in the last equality. Hence, the image of

(f, g)|R̂∩Ŝ is included in a rectangle of area

1

4
|div(1R̂Z)|(R

2) |div(1ŜW )|(R2),

which proves (15) and thus Theorem 3.5.
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3.2. A more general bound. We present here an intermediate version, which will be
instrumental in obtaining Theorem 3.1.

For simplicity, assume again that S = αZ and T = βW , for (smooth, complete)
divergence-free vector fields Z,W with Zx,W y > 0, such that all their integral curves
are graphs over the entire horizontal and vertical axes, respectively. We assume that
α, β ∈ C∞

c (R2) are nonnegative, but we drop the assumption that det(S, T ) ≥ 0.
Given j, k ∈ Z, we let Ux

j be the vertical stripe [j, j + 1] × R, while Uy
k will denote the

horizontal stripe R× [k, k + 1].

Definition 3.8. We define the cones

Cx := {(x, y) : |y| < x}, Cy := {(x, y) : |x| < y}.

Also, given p ∈ Ux
j , consider the integral curve γp : R → R2 of Z with initial condition

γp(0) = p and let τp ≥ 0 be such that γxp (τp) = j + 1 (so that γp leaves Ux
j after τp).

We then define Gx
j ⊆ Ux

j to be the (Borel) set of points p such that γp(t) ∈ p + Cx for

t ∈ (0, τp]. The set Gy
k ⊆ Uy

k is defined analogously (with W and Cy in place of Z and
Cx). Finally, we let

Gjk := Gx
j ∩G

y
k.

The following picture illustrates a typical point p ∈ Gx
j .

flow line of Z

p

cone p+ Cx

Remark 3.9. The key property of this set is that, whenever p, q ∈ Gjk, the two points
cannot belong to the same integral curves for Z and W , unless p = q. Indeed, if they were
distinct points on the same integral curve of Z, then either q ∈ p + Cx or p ∈ q + Cx; in
both cases, it would follow that |py − qy| < |px − qx|. The same argument for W would
give the reverse inequality and thus a contradiction.

We will prove that, for modified vector fields Sf and Tf , the inequality∫
Gjk

det(Sf , Tf ) ≤
∫
Ux
j

(Sx + |divS|)
∫
Uy
k

(T y + |div T |)(16)

holds. In order to reach this inequality, we need to localize the proof of Theorem 3.5.
Bounding the integral of det(Sf , Tf ) on the set Gjk, contained in the square Ux

j ∩ Uy
k ,

essentially corresponds to a bound for
∫
R∩S det(Z,W ) in the previous proof, for two regions

R and S, rather than two chains R̂ and Ŝ.
We modify the proof from the previous subsection as follows. Given any p ∈ Ux

j , we

can write p = γ(t) for a unique integral curve γ : [0, T ] → Ux
j of Z starting on the left side

of Ux
j and ending on the right side (namely, γx(0) = j and γx(T ) = j + 1). We then let

αf (p) := min
[0,T ]

(α ◦ γ), Sf := αfZ.(17)
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Similarly we define βf and Tf on Uy
k .

Since αf is constant along integral curves of Z, the (continuous) vector field αfZ is still
divergence-free on Ux

j . As in the previous subsection, we claim that∫
Gjk

det(Sf , Tf ) ≤
(∫

{j}×R
Sx dH1

)(∫
R×{k}

T y dH1
)
.(18)

Indeed, since Sf is divergence-free, we can write Sf = ∇⊥φ and Tf = ∇⊥ψ for two C1

functions φ and ψ (on Ux
j and Uy

k , respectively). The integral curves of Z where αf > 0
correspond precisely to the regular level sets of φ.

By Remark 3.9, we can then assert that the map (φ,ψ) is injective on Gjk∩{αfβf > 0}.
Hence, by the area formula,

∫
Gjk

det(Sf , Tf ) =
∫
Gjk

det(αfZ, βfW ) is bounded by the area

of the image of this map.
The oscillation of φ (namely, supUx

j
φ− infUx

j
φ) is bounded by (and actually equal to)∫

{j}×R
|∂yφ| =

∫
{j}×R

αfZ
x ≤

∫
{j}×R

αZx =

∫
{j}×R

Sx,

thanks to the fact that αf ≤ α. This, together with the same bound for the oscillation of
ψ, gives our claim (18).

Further, note that ∫
{j}×R

Sx =

∫
{s}×R

Sx −
∫
[j,s]×R

divS

for all s ∈ [j, j + 1]. Averaging over this interval, we obtain∫
{j}×R

Sx ≤
∫
Ux
j

(Sx + |divS|).

This proves (16).

3.3. Complementary inequalities. The vector field Sf = αfZ admits a useful estimate
on the complement Ux

j \Gx
j , as we now show.

Proposition 3.10. We have the bound∫
Ux
j \Gx

j

(Sx
f − |Sy

f |)
+ ≤

∫
Ux
j

(Sx
f − |Sy

f |)
−,

as well as the analogous one for Tf on Uy
k (with x and y interchanged).

This fact will be a direct consequence of the next elementary lemma.

Lemma 3.11. Given ξ ∈W 1,1([0, L],R) (continuous), define the Borel set

E := {s ∈ [0, L] : ξ(t) > ξ(s) for all t > s}.
Then we have ∫

[0,L]\E
ξ̇+ ≤

∫
[0,L]

ξ̇−.

Proof. Let I := [0, L]. If ξ(L) ≤ ξ(0) then
∫
I ξ̇ ≤ 0, hence

∫
I ξ̇

+ ≤
∫
I ξ̇

−, and the claim
follows in this case.

Assume now ξ(L) > ξ(0). The image ξ(E) includes [ξ(0), ξ(L)] since, for any ξ(0) ≤
λ ≤ ξ(L), we have max f−1(λ) ∈ E. Since E ⊆ {ξ̇ ≥ 0} up to negligible sets, the area
formula gives ∫

E
ξ̇+ =

∫
E
|ξ̇| ≥ ξ(L)− ξ(0) =

∫
I
ξ̇+ −

∫
I
ξ̇−. □
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Proof of Proposition 3.10. As above, we write Sf = ∇⊥φ. Given a regular level set of φ
(where αf > 0), we can parametrize it with an integral curve γ : [0, L] → Ux

j of Z/|Z|,
with γx(0) = j and γx(L) = j + 1. Note that γ has unit speed and that

γ̇ =
(−∂yφ, ∂xφ)

|dφ|
◦ γ.

We apply the previous lemma with ξ(t) :=
∫ t
0 (γ̇

x − |γ̇y|). With E as in the statement of
the lemma, if s ∈ E then for all t > s we have

0 < ξ(t)− ξ(s) = γx(t)− γx(s)−
∫ t

s
|γ̇y| ≤ γx(t)− γx(s)− |γy(t)− γy(s)|.

This means that γ(t)− γ(s) ∈ Cx, hence γ(s) ∈ Gx
j .

Since ξ̇ =
−∂yφ−|∂xφ|

|dφ| ◦ γ, the lemma gives∫
[0,L]\E

(−∂yφ− |∂xφ|)+

|dφ|
◦ γ ≤

∫ L

0

(−∂yφ− |∂xφ|)−

|dφ|
◦ γ.

Integrating over all regular level sets of φ and using the coarea formula, we get∫
Ux
j \Gx

j

(−∂yφ− |∂xφ|)+ ≤
∫
Ux
j

(−∂yφ− |∂xφ|)−.

Since ∇⊥φ = Sf , the claim follows. □

We now turn to estimate

(19) Sd := S − Sf = αdZ, αd := α− αf .

Recall that 0 ≤ αf ≤ α, which gives 0 ≤ αd ≤ α.

Proposition 3.12. For any Λ > 2, we have∫
Ux
j

(Sx
d − |Sy

d |)
+ ≤ Λ

∫
Ux
j

|divS|+ 1

Λ− 2

∫
Ux
j

(Sx
d − |Sy

d |)
−.

Proof. Writing Z = ∇⊥f , consider a level set γ : [0, L] → Ux
j of f , parametrized by

arclength. We have∫ L

0
αd(γ̇

x − |γ̇y|)+ dt =
∫ maxαd

0

∫
{αd>s}

(γ̇x − |γ̇y|)+ dt ds,

where we write αd in place of αd ◦ γ for simplicity. We distinguish two cases: if the length
H1(γ ∩ {αd > s}) ≤ Λ, we just bound the inner integral by Λ.

Otherwise, note that, since γ̇x + |γ̇y| ≥ 1 and
∫
{αd>s} γ̇

x ≤
∫ L
0 γ̇x = 1 (as γ̇x > 0), we

must have∫
{αd>s}

(γ̇x − |γ̇y|)− ≥
∫
{αd>s}

(|γ̇y| − γ̇x) ≥
∫
{αd>s}

(1− 2γ̇x) ≥ Λ− 2,

which gives∫
{αd>s}

(γ̇x − |γ̇y|)+ ≤
∫
{αd>s}

γ̇x ≤ 1 ≤ 1

Λ− 2

∫
{αd>s}

(γ̇x − |γ̇y|)−.

Also, the maximum of αd along γ is bounded by
∫ L
0 |α̇d|. Since γ̇ = Z

|Z| and divZ = 0,

we have |α̇d| = |divSd|
|Z| = |divS|

|df | , where we omit composition with γ. To sum up, recalling
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that γ̇ =
(−∂yf,∂xf)

|df | , we get∫ L

0
αd

(−∂yf − |∂xf |)+

|df |
◦ γ ≤ Λmaxαd +

1

Λ− 2

∫ ∞

0

∫
{αd>s}

(−∂yf − |∂xf |)−

|df |
◦ γ(t) dt ds

≤ Λ

∫ L

0

|divS|
|df |

◦ γ +
1

Λ− 2

∫ L

0
αd

(−∂yf − |∂xf |)−

|df |
◦ γ.

The claim follows using the coarea formula for f . □

3.4. Proof of Theorem 3.1. By approximation, it is enough to show the claim assuming
that χ ∈ C0

c (R2) and (given such χ) that S, T ∈ C∞
c (R2,R2). Indeed, if Sε, Tε ⇀ S,T as

measures, with |Sε|, |Tε| ⇀ |S|, |T | and |divSε|, |div Tε| ⇀ |divS|, |div T | tightly, then by
Reshetnyak’s continuity principle we also have∫

R2

SN
ε →

∫
R2

SN ,

∫
R2

TN
ε →

∫
R2

TN ,

and similarly (since |(Sε, Tε)|⇀ |(S, T )|) also∫
R2

min{SP
ε , T

P
ε }⇀

∫
R2

min{SP , TP }.

As in the previous proofs, we can also suppose that

S = αZ, T = βW,

for two smooth, complete, divergence-free vector fields Z,W satisfying Zx,W y > 0 (for
nonnegative coefficients α, β ∈ C∞

c (R2)). Also, we can assume that maximal integral
curves of Z are graphs over the (entire) horizontal axis, while those of W are graphs over
the vertical axis.

As in the previous subsection, we define the bands Ux
j := [j, j + 1] × R and Uy

k :=

R× [k, k + 1], and we let the sets Gx
j , G

y
k, and Gjk = Gx

j ∩G
y
k be as in Definition 3.8.

Let us split again S = Sf + Sd (see (17) and (19)) on each band Ux
j and define

SP
f , S

N
f , S

P
d , S

N
d as in (11) (for instance, SP

f := (Sx
f − |Sy

f |)
+), as well as the analogous

objects for T . Proposition 3.10 and Proposition 3.12 show that∫
Ux
j \Gx

j

SP
f ≤

∫
Ux
j

SN
f

and ∫
Ux
j

SP
d ≤ Λ

∫
Ux
j

|divS|+ 1

Λ− 2

∫
Ux
j

SN
d .

Setting Gx :=
⋃

j∈ZG
x
j and summing the previous bounds over j, we then get∫

R2\Gx

SP
f +

∫
R2

SP
d ≤ Λ

∫
R2

|divS|+
∫
R2

SN
f +

1

Λ− 2

∫
R2

SN
d .

To continue, recall that Sf and Sd are nonnegative multiples of Z. This implies that

SP = SP
f + SP

d and SN = SN
f + SN

d . Hence, fixing any Λ ≥ 3 we get∫
R2\Gx

SP
f +

∫
R2

SP
d ≤ Λ

∫
R2

|divS|+
∫
R2

SN .(20)

Also, we can bound

min{SP , TP } ≤ min{SP
f , T

P
f }+ SP

d + TP
d ≤

√
SP
f T

P
f + SP

d + TP
d .
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With G := Gx ∩Gy, we deduce that∫
R2

χmin{SP , TP } ≤
∫
G
χmin{SP

f , T
P
f }+

∫
R2\G

min{SP
f , T

P
f }+

∫
R2

(SP
d + TP

d )

≤
∫
G
χ
√
SP
f T

P
f +

∫
R2\Gx

SP
f +

∫
R2\Gy

TP
f +

∫
R2

(SP
d + TP

d )

≤
∫
G
χ
√
SP
f T

P
f + Λ

∫
R2

(|divS|+ |div T |) +
∫
R2

(SN + TN ),

where we used (20) and its analogue for T in the last inequality.
Finally, we have SP

f T
P
f ≤ C det(Sf , Tf ) on G by the elementary bound

(vx − |vy|)(wy − |wx|) ≤ C det(v, w)

for vectors v ∈ Cx and w ∈ Cy (note that Sf ∈ Cx on G, except possibly on the negligible

set Z × R, and similarly Tf ∈ Cy). In turn, this bound follows from the fact that,
assuming |v| = |w| = 1, det(v, w) is comparable with min{|v−w|, |v+w|}, while vx− |vy|
is comparable with dist(v, ∂Cx), and similarly wx − |wy| is comparable with dist(w, ∂Cy).

From this remark and Cauchy–Schwarz it follows that∫
G
χ
√
SP
f T

P
f ≤ C

(∫
R2

χ2
)1/2(∫

G
det(Sf , Tf )

)1/2
.

However, since G =
⋃

j,kGjk, by (16) we have∫
G
det(Sf , Tf ) ≤

∑
j,k

∫
Ux
j

(Sx + |divS|)
∫
Uy
k

(T y + |div T |)

≤
∫
R2

(|S|+ |divS|)
∫
R2

(|T |+ |div T |).

This concludes the proof of Theorem 3.1.

4. Proof of Michael–Simon for anisotropies close to the area

In this section we deduce Theorem 1.3 from the nonlinear inequality stated in The-
orem 3.1. Given a rectifiable 2-varifold V with finite total mass and first variation, we
identify it with a measure on R3 × S2. We can require that such measure is invariant
under (x, ν) 7→ (x,−ν) in order to have a unique identification, although this is not really
necessary. In the sequel, we let

Π := πx,y ◦ π : R3 × S2 → R2, i.e., Π((x, y, z), P ) := (x, y).

Taking ψ ∈ C1
c (R2) (viewed as a function of x, y and identified with a map in C1(R3)

by (x, y, z) 7→ ψ(x, y)), we formally have

⟨δFV, ψ∂x⟩ =
∫
R2

∂xψ dAx
x +

∫
R2

∂yψ dAy
x,(21)

where, thanks to (8), the measures Ax
x and Ay

x are given by

(22) Ax
x = Π∗[(F (ν)− νx∂xF (ν))V (·, ν)] = Π∗[(ν

y∂yF (ν) + νz∂zF (ν))V (·, ν)]

(we used the fact that F (ν) = dF (ν)[ν] by 1-homogeneity of F ) and

(23) Ay
x = Π∗[−νx∂yF (ν)V (·, ν)].

In fact, a straightforward cut-off argument (using the fact that V has finite mass) shows
that the right-hand side of (21) is bounded by |δFV |(R3)∥ψ∥C0 , even if we are using a
vector field which is not compactly supported.
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Similarly, we have

⟨δFV, ψ∂y⟩ =
∫
R2

∂xψ dAx
y +

∫
R2

∂yψ dAy
y,

with

Ax
y = Π∗[−νy∂xF (ν)V (·, ν)],

Ay
y = Π∗[(ν

x∂xF (ν) + νz∂zF (ν))V (·, ν)].
(24)

For the area we have F (ν) = |ν|, so that(
Ax

x Ay
x

Ax
y Ay

y

)
= Π∗

[(
(νy)2 + (νz)2 −νxνy

−νxνy (νx)2 + (νz)2

)
V (·, ν)

]
(25)

is symmetric and positive semidefinite. Note carefully that the same matrix A given by
(22)–(24) is not symmetric for a general F , nor it has (formally) nonnegative determinant
in general. However, we now show that one can always reduce to the case where the
diagonal entries are nonnegative, assuming that F is convex. In fact, the following holds
in arbitrary dimension (when k = n− 1), with the same proof.

Proposition 4.1. Assume that F is convex (which holds if F satisfies (AC)). Given a
varifold W , there exists a linear isomorphism L ∈ SL(3), depending only on F , such that
the matrix-valued measure A, associated with L∗F and the varifold V := L∗W , satisfies

Ax
x,Ay

y ≥ 0.(26)

Also, up to composing L with a permutation of the coordinates, we can assume that∫
R3×S2

(νz)2 dV (p, ν) ≥ 1

3
|V |(R3),(27)

while trivially |δL∗FV |(R3) ≤ C(F )|δFW |(R3).

In this statement, the integrand L∗F is defined in such a way that, denoting by L∗F the
corresponding anisotropic area, the formula L∗F(L∗W ) = F(W ) holds. Namely, noting
that if ν ⊥ P ∈ Gr2(R3) then LT ν ⊥ L−1(P ) and |LT ν| is precisely JL−1(P ) (the Jacobian
of L−1 along P ), we let

L∗F (ν) := |LT ν|F
( LT ν

|LT ν|

)
= F (LT ν)

for every ν ∈ S2. Using the definition of first variation, it is easy to check that

⟨δL∗F (V ), X⟩ = ⟨δF (W ), Y ⟩, Y (p) := L−1X(Lp),

for any vector field X ∈ C1
c (R3,R3), which implies the last part of the previous statement.

Proof. The desired condition Ax
x,A

y
y ≥ 0 holds for G = L∗F provided that, using indices

in {1, 2, 3} (rather than {x, y, z}), we have

dG(ν)[ν − ν1e1] ≥ 0, dG(ν)[ν − ν2e2] ≥ 0(28)

for all ν = (ν1, ν2, ν3) ∈ R3. We claim that the last property holds if the convex set

K := {P : G(P ) ≤ 1}

has the property that e⊥1 is a supporting hyperplane at the point p1 := K ∩R+e1, and the
same holds for e2.

To check this, note that G = 1 on ∂K. Hence, assuming the last geometric condition,
the gradient ∇G(p1) is parallel to e1. Thus, the first inequality in (28) is actually an
equality at p1, and also at −p1 by symmetry. Given any ν ∈ ∂K \ {±p1}, let us write
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ν = ap1+w with w ⊥ e1. Again, ∇G(ν)⊥ is a supporting hyperplane for K at ν, meaning
that

⟨∇G(ν), ν − p⟩ ≥ 0 for all p ∈ K.

By the geometric condition we have |a| ≤ 1 (since K lies between the two affine planes
−p1 + e⊥1 and p1 + e⊥1 ). Hence, we can take p := ap1 ∈ K and deduce that

⟨∇G(ν), ν − ν1e1⟩ = ⟨∇G(ν), w⟩ = ⟨∇G(ν), ν − p⟩ ≥ 0.

By 1-homogeneity, the same is true for all ν ∈ R3. The same holds for e2, giving (28).
To conclude, we just need to find a linear (orientation-preserving) transformation T

such that the image of K has the desired geometric property (which in fact will hold for
all ei). Once this is done, up to a permutation of the coordinates we can also guarantee
(27), since (νx)2 + (νy)2 + (νz)2 = 1.

In order to find T , we maximize the volume L3(T (K)) over all T ∈ GL+(R3) such
that T (K) is a subset of Q := [−1, 1]3. This is equivalent to maximize det(T ) under the
same constraint, and it is easy to check that the maximum is indeed achieved. Letting
K ′ := T (K), we claim that K ′ contains ±ei for i = 1, 2, 3, which implies (together with
K ′ ⊆ Q) that K ′ has the desired property. Indeed, if for instance we have e1 ̸∈ K ′, then
by Hahn–Banach we can find a linear functional λ such that λ(e1) > 1 and λ(p) < 1 for
all p ∈ K ′. By symmetry, we have

K ′ ⊆ {|λ| ≤ 1} ∩ {|e∗2| ≤ 1} ∩ {|e∗3| ≤ 1} =: Q′.

However, Q′ is strictly contained in the set where the first constraint is replaced by {|λ| ≤
λ(e1)}, which has the same volume as Q (since its intersection with any line parallel to e1
has the same length as the intersection with Q). Hence, taking a linear map S ∈ GL+(R3)
such that S(Q′) = Q, we must have det(S) > 1 and ST (K) ⊆ S(Q′) = Q, contradicting
the maximality of det(T ) (the map S is found by requiring that λS−1 = e∗1, e

∗
2S = e∗2, and

e∗3S = e∗3, i.e., it is the matrix with rows λ, e∗2, e
∗
3). □

We assume that the linear change of coordinates given by Proposition 4.1 has already
been applied, but we keep denoting by F the transformed integrand.

Remark 4.2. Note that, if F is close to the area (i.e., ∥F |S2 − 1∥C1 is small), then
L∗F is still close to it. Indeed, it is enough to check that the map T from the proof
of Proposition 4.1 is close to a rotation. The map T was obtained by maximizing the
volume of T (K) (under the constraint that T (K) ⊆ [−1, 1]3), where K := {|F | ≤ 1}. If
K is the unit ball, then the constraint ±ei ∈ T (K) obtained along the proof forces T to
be a rotation. Hence, T must be close to a rotation by a straightforward compactness
argument.

The vector fields

S := Ax
x∂x +Ay

x∂y, T := Ax
y∂x +Ay

y∂y

are measures with total mass bounded by C(F )|V |(R3) and have Sx, T y ≥ 0. Since δFV
has finite total variation, by (21) the divergence of S is a measure with

|divS|(R2) ≤ |δFV |(R3),

and the same holds for T .
Since the statement of Theorem 1.3 is scale-invariant, up to a dilation we can assume

that H2({θ > 0}) = η0, for a fixed small constant η0 > 0 to be chosen later.
Before applying Theorem 3.1, let us first show two elementary inequalities for real

numbers.
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Lemma 4.3. Given a, b, c ∈ R, we have

min{(b2 + c2 − ab)+, (a2 + c2 − ab)+} ≥ c2 − a2 + b2

4

and there exists γ > 4 (independent of a, b, c) such that

(b2 + c2 − ab)− + (a2 + c2 − ab)− ≤ a2 + b2

γ
.

Proof. We can assume that a2 + b2 + c2 = 1. The inequality b2 + c2 − ab ≥ c2 − a2

4 gives

immediately the first claim. Also, it shows that if |c| ≥ 1
2 then b2 + c2 − ab ≥ 1−a2

4 ≥ 0,

and similarly a2 + c2 − ab ≥ 0, so that the second conclusion is trivial in this case.

Assuming |c| ≤ 1
2 , from the same inequality we get (b2 + c2 − ab)− ≤ a2

4 . Similarly we

have (a2 + c2 − ab)− ≤ b2

4 , and we deduce that

(b2 + c2 − ab)− + (a2 + c2 − ab)− ≤ a2 + b2

4
.(29)

We claim that equality can never happen, which implies the second conclusion. Indeed,

in order to have equality in (29) we must have (c2 − a2

4 )
− = a2

4 (hence, either c = 0 or

a = 0) and (c2 − b2

4 )
− = b2

4 (hence, either c = 0 or b = 0); thus, we must have c = 0 or

a = b = 0. Since we are assuming a2 + b2 + c2 = 1 and |c| ≤ 1
2 , this forces c = 0, as well

as equality in b2 − ab ≥ −a2

4 and a2 − ab ≥ − b2

4 (unless a or b vanish). Hence, b = a
2 and

a = b
2 , or equivalently a = b = 0 (we reach the same conclusion if a = 0 or b = 0). This

however contradicts the assumption a2 + b2 + c2 = 1. □

Since the assignment (x, y) 7→ (x − |y|)− is subadditive, from the previous lemma
(applied with a := νx, b := νy, and c := νz) and (25) we deduce that

SN + TN = (Ax
x − |Ay

x|)− + (Ay
y − |Ax

y |)− ≤ Π∗

[(νx)2 + (νy)2

γ
V (·, ν)

]
when F is the area, which implies that

SN + TN ≤ Π∗

[((νx)2 + (νy)2

γ
+ ε

)
V (·, ν)

]
for an arbitrarily small ε > 0, if F |S2 is close enough to the area in the C1 topology.

Also, the previous lemma implies that

min{SP , TP } ≥ Π∗

[(
(νz)2 − (νx)2 + (νy)2

4
− ε

)
V (·, ν)

]
for F close to the area.

Finally, we set E := πx,y({θ > 0}), which is an analytic set; as such, we can find a Borel
set E′ ⊇ E such that L2(E′ \ E) = 0. Observing that S, T are concentrated on E′ and
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applying Theorem 3.1 with χ := 1E , we get∫
R3×Gr2(R3)

(
(νz)2 − (νx)2 + (νy)2

4
− ε

)
dV (p, ν)

≤
∫
E
min{SP , TP }

≤ CL2(E)1/2
∫
R2

(|S|+ |T |+ |divS|+ |div T |)

+

∫
R2

(C|divS|+ C|div T |+ SN + TN )

≤ CL2(E)1/2|V |(R3) + C(L2(E)1/2 + 1)|δFV |(R3)

+

∫
R3×Gr2(R3)

((νx)2 + (νy)2

γ
+ ε

)
dV (p, ν).

Recalling that (νx)2 + (νy)2 = 1 − (νz)2 and (27), the fact that γ > 4 implies that
(νz)2 − (14 + 1

γ )(1− (νz)2) is at least 1
3 − (14 + 1

γ )
2
3 =: 2c > 0 in average, and hence

c|V |(R3) ≤ CL2(E)1/2|V |(R3) + (CL2(E)1/2 + 1)|δFV |(R3),

provided that ε < c. However, since L2(E) ≤ H2({θ > 0}) = η0, we can now choose η0
such that C

√
η0 ≤ c

2 and deduce that |V |(R3) ≤ C|δFV |(R3) (for a possibly different C).
This completes the proof of Theorem 1.3.

5. Proof of Theorem 1.5

First of all, note that we have

νx∂xF (ν) ≥ 0, νy∂yF (ν) ≥ 0, νz∂zF (ν) ≥ 0,

since F is convex and symmetric with respect to the coordinate planes. Moreover, the last
assumption on F is easily checked to be equivalent to

(30) (νiν̃j − νj ν̃j)(∂iF (ν)∂jF (ν̃)− ∂jF (ν)∂iF (ν̃)) ≥ 0

for every pair of indices {i, j} ⊂ {1, 2, 3}.
Given a rectifiable varifold V , since νx∂xF (ν) + νy∂yF (ν) + νz∂zF (ν) = F (ν), up to a

permutation of the coordinates we can assume that∫
R3×S2

νz∂zF (ν) dV (p, ν) ≥ F(V )

3
≥ c|V |(R3).

Taking A as in the proof of Theorem 1.3, we claim that A ∈ M+. Indeed, let us
disintegrate V with respect to the projection Π. Writing

V (x, y, z, ν) = Π∗V (x, y)⊗ λx,y(z, ν)

for a family of probability measures λx,y on R× S2, we have A = ΛΠ∗V , where

Λ(x, y) =

∫
R×S2

(
νy∂yF (ν) + νz∂zF (ν) −νx∂yF (ν)

−νy∂xF (ν) νx∂xF (ν) + νz∂zF (ν)

)
dλx,y(z, ν).

This gives immediately Ax
x,A

y
y ≥ 0. Finally, we have det(Λ) ≥ 0 pointwise since

det(Λ(x, y)) =

∫∫
(R×S2)2

[(νy∂yF (ν) + νz∂zF (ν))(ν̃
x∂xF (ν̃) + ν̃z∂zF (ν̃))

− νx∂yF (ν)ν̃
y∂xF (ν̃)] dλx,y(z, ν) dλx,y(z̃, ν̃);
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after symmetrizing the integrand, namely summing the same expression after interchang-
ing the roles of ν, ν̃ (and dividing by 2), using again the fact that νx∂xF (ν)+ νy∂yF (ν)+
νz∂zF (ν) = F (ν) we obtain that it equals

1

2
[F (ν)ν̃z∂zF (ν̃) + F (ν̃)νz∂zF (ν)] +

1

2
[νy∂yF (ν)ν̃

x∂xF (ν̃) + ν̃y∂yF (ν̃)ν
x∂xF (ν)

− νx∂yF (ν)ν̃
y∂xF (ν̃)− ν̃x∂yF (ν̃)ν

y∂xF (ν)]

≥ 1

2
[F (ν)ν̃z∂zF (ν̃) + F (ν̃)νz∂zF (ν)]

≥ νz∂zF (ν)ν̃
z∂zF (ν̃),

thanks to (30). Hence, we obtain√
det(Λ(x, y)) ≥

∫
(R×S2)2

νz∂zF (ν) dλx,y(z, ν),

giving √
det(A)(R3) =

∫
R2

√
det(Λ) dΠ∗V ≥

∫
R3×S2

νz∂zF (ν) dV (p, ν).

We now conclude as in the proof of Theorem 1.3, using Corollary 3.6 in place of Theo-
rem 3.1.
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