TOPOLOGY OF NON-COLLAPSED THREE-DIMENSIONAL RCD
SPACES

QIN DENG AND ALESSANDRO PIGATI

ABSTRACT. We show that non-collapsed RCD(K, 3) spaces without boundary are orbifolds
whose topological singularities are locally finite and locally homeomorphic to cones over
RP?, and that the topology of such spaces is stable under non-collapsed Gromov-Hausdorff
convergence. We study the notion of non-orientability on these spaces as a key part of
our analysis and show that the property of non-orientability (on uniformly sized balls) is
stable under non-collapsed Gromov—Hausdorff convergence. Finally, we show that any non-
orientable non-collapsed RCD(K, 3) space without boundary admits a ramified double cover
which is itself an orientable non-collapsed RCD(K, 3) space without boundary, and that such
ramified double cover is stable under non-collapsed Gromov-Hausdorff convergence.
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1. INTRODUCTION

In this paper, we study the topology of non-collapsed RCD(K, 3) spaces without boundary.
Our first main result concerns the topological regularity of these spaces.

Theorem 1.1. (Orbifold structure theorem). Let (X, d,H?) be a non-collapsed RCD(K, 3)
space without boundary. Then X is an orbifold and, denoting by P the set of all points that
admit a tangent cone with cross-section homeomorphic to RP?, the following holds:

(1) P is locally finite;

(2) X \ P is a topological manifold;
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(3) for each x € P, there exists a neighborhood U of & homeomorphic to C(RP?).

This addresses a conjecture of Mondino on non-collapsed RCD( K, 3) spaces when the space
is without boundary [BPS24] and partially generalizes to the RCD setting the topological reg-
ularity of 3-dimensional Alexandrov spaces from Perelman’s conical neighborhood theorem
[PER93]. Our result is dimensionally sharp due to [MENO0], which gives a 4-dimensional
non-collapsed Ricci limit space with a point whose tangent cone is not homeomorphic to
any neighborhood of the point. We point out that, by the manifold recognition theorem
of [BPS24] (cf. Theorem 4.1), any non-collapsed RCD(K, 3) space without boundary that
does not admit a tangent cone (at any point) homeomorphic to C'(RP?) is a topological
manifold. As such, our work deals with the presence of singularities of the form C(RP?).
In the case of 3-dimensional non-collapsed Ricci limit spaces, topological regularity is com-
pletely understood. Indeed, it was shown that all such spaces are homology manifolds in
[ZHU93] and, more recently, bi-H6lder homeomorphic to smooth Riemannian manifolds in
[SIM12, ST21, ST22].

A corollary of Theorem 1.1 is the following topological classification theorem for positively
curved RCD spaces.

Corollary 1.2. (Topological classification theorem). Let (X,d,H?) be a non-collapsed
RCD(K, 3) space with no boundary and with & > 0. Then one of the following holds:

(1) X is a spherical 3-manifold, i.e., X is an orientable topological manifold homeomor-
phic to S*/T", where I' < SO(4) is a finite subgroup acting freely by rotations;
(2) X is homeomorphic to the spherical suspension over RP?.

Our second main result is the following topological stability theorem.

Theorem 1.3. (Topological stability theorem). Given 0 < v, D < oo, there exists (v, D) >
0 such that the following holds. Assume that (X,dx,H?) and (Y,dy,H?) are two non-
collapsed RCD(—2, 3) spaces without boundary, with diameter < D and H?*(B;(p)) > v,
forall p € X and all p € Y. If dgy(X,Y) < € then X and Y are homeomorphic, with
a homeomorphism which can be taken d-close to the e-GH isometry and its inverse (with
d(e) > 0ase—0).

This partially generalizes the topological stability theorem of Perelman [PER91] in the con-
text of Alexandrov spaces and the topological stability theorem of [BPS24] for non-collapsed
RCD(K, 3)-spaces which are topological manifolds. As with the topological regularity theo-
rem, this result is dimensionally sharp due to the examples constructed in [AND90].

As a byproduct of our techniques, we also obtain uniform contractibility of non-collapsed
RCD(—2, 3) spaces without boundary (see Corollary 5.6).

Proposition 1.4. (Uniform contractibility) If (X,d, H?,p) is a non-collapsed RCD(—2, 3)
space without boundary with #3(Bj(p)) > v > 0, then any ball B,(q) C B;(p) is contractible
in Be(y)r(q), provided that r € (0,79(v)) is small enough.

To prove Theorems 1.1 and 1.3, we have to understand the topology of RCD spaces with
C(RP?) singularities. As such, it is natural to study non-orientable RCD spaces as defined in
[BBP24] (see also [HON17] for an equivalent formulation in the setting of Ricci limit spaces).
Our secondary result is the following stability theorem that answers a question of [BBP24]
in the 3-dimensional case.



TOPOLOGY OF NON-COLLAPSED THREE-DIMENSIONAL RCD SPACES 3

Theorem 1.5. (Stability of non-orientability). Let (X;,d;, H3, p;)ien be a sequence of non-
orientable RCD(K, 3) spaces without boundary converging in the pmGH sense to some
RCD(K, 3) space without boundary (X, d, H3, p). If, for some R > 0, Bg(p;) is non-orientable
for all i € N, then Bg/(p) is non-orientable for all R’ > R.

The notion of orientable ramified double cover was introduced for non-orientable RCD
spaces in [BBP24] as a replacement for the orientable double cover of a smooth manifold
in the singular setting. We prove the following regularity theorem for the ramified double
cover.

Theorem 1.6. (Regularity of ramified double cover). Let (X,d,H3) be a non-orientable

RCD(K, 3) space without boundary. Then the ramified double cover (X,d, H?) is an ori-
entable RCD(K, 3) space without boundary.

The following stability theorem for the ramified double cover follows directly from Theorem
1.6 and [BBP24, Theorem 4.2].

Theorem 1.7. (Stability of ramified double cover). Under the assumptions of Theorem 1.5,
denote by (Xi,ai,H3,ﬁi) the ramified double covers of X;. Then ()A(Z-,az-,"i-[?’,ﬁi) converges
in the pmGH sense to (X ., 13, p), where the latter is the ramified double cover of X and
7(p) = p (with 7 : X — X being the associated projection map).

1.1. Outline of the proof. Here we briefly outline our strategy for the proof of Theorems
1.1 and 1.3, leaving out a discussion of the other results.

Let (X,d,H?) be a non-orientable (see Definition 2.26), non-collapsed RCD(—2, 3) space
without boundary, and let P be the set of points whose tangent cones all have cross-sections
that are homeomorphic to RP? (we note that the tangent cones at any particular point
are either all homeomorphic to R? or all homeomorphic to C(RP?) by Remark 3.3). If
P =0, then X is a topological manifold due to the manifold recognition theorem of [BPS24].
Suppose now that P # (). Let (X , a,%3) be the ramified double cover (see Theorem 2.34
for the definition) with associated projection map 7 : X — X and isometric involution
I': X — X. In the intuitive picture of what the ramified double cover should look like, one
might expect that it has the following nice properties:

(1) X is a non-collapsed RCD(—2, 3) space without boundary;

(2) m: X — X is a double cover and local isometry away from 7~1(P). In particular,
given p € m1(X \ P), the tangent cones over 7(p) are exactly the tangent cones over
p and hence they are homeomorphic to R?, as the latter are orientable;

(3) each p € P has a unique lift p € 7! (p) and the tangent cones over p are the ramified
double covers of the tangent cones over p, and hence homeomorphic to R3.

As an instructive example, we can consider the ramified double cover of the spherical sus-
pension S(Y?), where Y? & RP? is a 2-dimensional Alexandrov space with curv > 1. In this
case, P consists exactly of the two tips of the suspension and the ramified double cover is
the suspension over the double cover of Y2, so it is easy to see that all the properties listed
above hold. Whenever these hold, then one can apply the manifold recognition theorem of
[BPS24] to conclude that X is a topological manifold. The orbifold structure and topolog-
ical stability claimed in Theorems 1.1 and 1.3 can then be proved by keeping track of the
isometric involution on X. We remark that this last step requires several rather involved
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arguments using the regularity properties of good Green balls (defined in [BPS24]) as well as
tools from geometric topology, which we will not go over in this outline due to their technical
nature.

We now discuss how we will prove the nice properties of the ramified double cover listed
above. The problem can be divided into two parts:

(1) proving the properties assuming that P is locally finite;
(2) proving that P is locally finite.

To illustrate our ideas for the first problem, let us only consider the simpler case where
P = {p} is a singleton (the general case is not so different). Denote by P’ C X the set of all
points that have a unique lift via 7. It can be proved that 7 is a local isometry and a double
cover away from P’, and so, in particular, 771 (X \ P’) looks RCD(—2, 3) locally, in the sense
that every point has a neighborhood that is metric measure isomorphic to some open subset
of an RCD(—2,3) space. One would then hope to show that each point in 7= (P’) also has
a neighborhood that is locally strongly CD(—2,3) (see Definition 2.15) and then globalize
the CD°(—2, 3) condition. As such, it would be ideal if 7=!(P’) had no accumulation points,
since then we could deal with neighborhoods which have only a single element of 7 (P).

It can be checked that P’ is exactly the set of all locally non-orientable points, i.e., points
that are not contained in any orientable open set (see Definition 2.39). Due to the stability
of orientability proved in [BBP24], it is known that any sequence of orientable balls must
converge to an orientable ball under pmGH convergence. Since C(RP?) is non-orientable, it
follows that P C P’. Conjecturally, the two sets should be equal. This would follow from
the stability of non-orientability, which is not known in general. For example, it is not ruled
out that one can construct a sequence of non-orientable RCD(—(n—1),n) spaces converging
to a cone over a small (n — 1)-sphere, so that the “non-orientable topology” is concentrated
closer and closer to the tip, i.e., all orientation-reversing loops (see Definition 2.30) must
pass through a smaller and smaller neighborhood of the cone tip. In this case, the ramified
double covers of the sequence would converge to two copies of the cone over the sphere glued
at the tip. We point out that this space clearly does not have CD structure (for instance
due to branching around the tip), which is something we will leverage later.

Nevertheless, in the case where P is a singleton, we can show P = P’. Indeed, by localizing
[BPS24], we can prove a local manifold recognition theorem (Theorem 4.1), which says that
an open subset of a non-collapsed RCD(—2, 3) space for which all tangent cones (at all points)
are homeomorphic to R® must be a topological manifold. As such, X \ P is a topological
manifold and every point in X \ P is locally orientable. This implies P’ = P and so, in
particular, P’ is also a singleton.

Having established that P’ = P = {p}, let us denote by p the unique lift of p via w. As
mentioned earlier, we would like to prove that there is a neighborhood of p in X that satisfies
the local strong CD*(—2, 3) condition.

As an aside, this is a special case of the problem of lifting the CD or RCD condition
from some quotient space X/G to the covering space X for some discrete group G acting
on X which, to the best of our knowledge, is not well-understood. Some positive results are
known for 3-dimensional Alexandrov spaces under the assumption that the (1-dimensional)
fixed point set is extremal [GW14]; their proof can likely be used to get more general results
in the Alexandrov setting (see for instance [DGGM18, Proposition 2.4]). We mention that
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even more generally this is a special case of the problem of globalizing the CD or RCD
condition from local ones away from some low-dimensional set, which was investigated in
[HS25] (although their results do not seem to apply in our case). As suggested by the
extremality assumption in [GW14], it is likely that one needs to assume some geometric
condition on this low-dimensional set in order to achieve a positive result; we point out that
the closure of the set of points whose tangent cone is homeomorphic to some given space
(e.g., P) is automatically extremal in the Alexandrov setting [PET07].

Coming back to the work at hand, a key lemma is that no optimal dynamical plan between
two measures of bounded density in X can be concentrated (or have positive measure) on
the set of geodesics that pass through p. The proof uses a blow-up argument. Assuming that
such an optimal dynamical plan v does exist, one can then construct a sequence of optimal
dynamical plans v, so that:

(1) vy is supported on the set of geodesics whose image is contained in Bg/;(p) for some
fixed R;

(2) vy is the optimal dynamical plan between two absolutely continuous measures whose
densities are bounded by ck~3, where ¢ is independent of k.

To construct vy, we first set v, to be the normalization of v restricted to the set of geodesics
which pass through p in a suitably chosen time interval Iy, := [ty, tx + 1/k] C [0, 1]. Next we
define Fj, : Geo(X) — Geo(X) (see (2.1) for notation) to be the map which takes a geodesic
Y 10 Yitp—1/ktr+2/% (linearly reparameterized on [0,1]) and set vy, := (Fy).(v,). Clearly vy, is
an optimal dynamical plan between (eg), (1) and (1), (vx), where e, : Geo(X) — X denotes
the evaluation map at ¢. It is not difficult to see that if the density of (eg).(vx) is bounded
by C, then the density of (eg).(v,) can be bounded by Ck~! and, using the local CD®(—2, 3)
condition away from p, (eg).(v) can be bounded by c¢,Ck™*, where ¢y does not depend on
k. This is not quite good enough for our purposes but it turns out that we can save a factor
of k by an argument using 1D-localization with respect to the distance function to p on
X. Having constructed such a sequence of v, we can pushforward the plan onto X itself
(by mapping curves on X to their projections) and take a limit under blow-up to obtain a
contradiction, using the geometry of the tangent cones at p.

Once the above lemma is proved for p, it is reasonable to expect that the presence of p
should not affect the concavity of entropy along Wasserstein geodesics between absolutely
continuous measures. In particular, since X is locally strongly CD*(—2,3) away from p, the
usual proof of globalization of the CD*(—2,3) condition goes through and prove that X is
globally strongly CD(—2,3). We note that this argument would also give the local strong
CD®(—2,3) condition for a neighborhood of p, if instead we only assumed that there is a
neighborhood U of p such that P N U is a singleton.

Now we discuss our strategy for proving that P is locally finite. This will be done by an
induction argument on the density 6. Fix any bounded open B C X (so that the density is
bounded away from 0 for points in B) and some suitable small § > 0. We define the open
sets Uy := {x € B : 0(x) > 47 — kd} and show by induction on k that P cannot accumulate
in Uy,. This clearly holds for Uy since Uy = (). Suppose that we have shown that there are no
accumulation points of P in U; we would like to prove that there are also no accumulation
points of P in Uy,;. Assume for the sake of contradiction that there is some p € Ui, that
is an accumulation point of P. Trivially, we have either p € P or p ¢ P. We focus on the
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first case, since the second one is more difficult but uses some similar ideas, and so we will
not go over it in this outline.

Assuming p € P, there exists some s > 0 such that, for all s < s, By(p) (rescaled to
a ball of radius 1) is close in Gromov-Hausdorff distance to the ball of radius 1 in some
RCD(0, 3) cone with cross-section = RP?. Therefore, there must be a definitive increase in
density for the points close to p compared to the density of p itself. This means that, by
choosing § sufficiently small, we can find some small » > 0 so that B,(p) \ {p} C Ui. By the
induction hypothesis, this implies that no point ¢ € B,(p) \ {p} is an accumulation point
of P. It follows from what we discussed in the first part that there must then be a small
neighborhood around any lift of ¢ in X that is locally CD*(—2,3). Blowing up around p,
we see that there is a sequence of spaces (X, p;) (with p; being the point corresponding to
p in the blow-up) converging to an RCD(0,3) cone with cross-section = RP? satisfying the
following properties.

(1) For every q € Ba(pi) \ {p:} C Xj, there is a neighborhood around ¢ that is locally
strongly CD*(—2, 3).

(2) For every i, there is a point ¢; € P that is distance 1 away from p;.
Globalizing the first property, we have that each X; is locally CD?(—2,3) on a small, but
uniformly sized, ball around ¢;. This is enough to show (recall the example of the two cones
glued at the tip mentioned earlier) that the local non-orientability of ¢; is stable, i.e., ¢; must
converge, up to a subsequence, to some ¢ in the RCD(0,3) cone that is also locally non-
orientable. However, the only locally non-orientable point of the cone is the cone tip itself
and ¢ is distance 1 away from the tip by the second property, which gives a contradiction.
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2. PRELIMINARIES

In this section, we will collect some preliminary results on RCD(K, N) spaces. As the
theory is at this stage quite well-developed, we will only present background relevant to
our arguments and will not attempt to be comprehensive, referring to the survey papers
[AMB18, GIG23, STU23| and the references therein for an overview of the subject. In
the development of the theory, various results were proven by assuming the RCD* (K, N)
condition. This has since been proven to be equivalent to the RCD(K, N) condition in
[CM21] (see also [LI124]) and hence we will simply take our assumption to be the RCD(K, N)
condition when citing various results, even if they were originally proved for RCD*(K, N)
spaces. In the present work, we will mostly deal with non-collapsed RCD(K, N) spaces
without boundary (see [DPG18] for the definition of non-collapsed RCD(K, N) spaces and
of the boundary); sometimes we will omit the non-collapsed qualifier or the assumption of
empty boundary for brevity, when they are obvious from the context.
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In this paper, a metric space (X,d) is always assumed to be proper (i.e., closed and
bounded sets are compact) unless stated otherwise. Note that proper metric spaces are
Polish (i.e., complete and separable). We say that a metric space (X, d) is geodesic if for any
x,y € X there exists v € Geo(X) such that v(0) = 2 and (1) = y, with

(2.1) Geo(X) := {7 € C([0,1], X) = d(v(s),y(t)) = |s — t|d(7(0),~(1), for s,t € [0, 1]}

We say that a curve is geodesic if and only if it is an element of Geo(X). In particular,
geodesics in this paper are constant speed length-minimizing curves parameterized on [0, 1].
It can be checked that, on complete geodesic spaces, local compactness is equivalent to
properness. We will often also assume that (X, d) is geodesic.

A metric measure space is always taken to mean a triple (X, d, m) where (X, d) is a metric
space and m is a nonnegative, nonzero Borel measure on X that is finite on bounded sets
with supp(m) = X, unless stated otherwise.

It is known that finite Borel measures on a Polish space are inner regular with respect to
compact sets and outer regular with respect to open sets (see for instance [BOG07, Theorem
7.1.7]). It is not difficult to check from this that locally finite (i.e., finite on bounded sets)
Borel measures on Polish spaces satisfy the same inner and outer regularity.

2.1. Pointed measured Gromov—Hausdorff convergence. In this subsection, we re-
view the various notions of Gromov-Hausdorff convergence. We will consider only metric
spaces which are proper, complete and separable, and Borel measures on such spaces which
are nonnegative, nonzero, and Radon. We do not necessarily assume that the support of the
measure is X in this particular subsection, as the class of such pointed metric measure spaces
is not closed in the topology induced by pointed measured Gromov-Hausdorff convergence
(see [GMS15, Remark 3.25]).

We take the following definition from [DPG18, Definition 2.1]. There are several other
definitions which are known to be equivalent in the case of geodesic metrics and uniformly
locally doubling measures; we refer to the paragraph prior to [DPG18, Definition 2.1] for a
more detailed discussion.

Definition 2.2. (Gromov-Hausdorff convergence). Let (X,,d,), n € NU {oo} be metric
spaces. We say that (X,,,d,) converges to (X, do) in the Gromov—Hausdorff (GH for short)
sense provided that there exist a metric space (Z,dz) and isometric embeddings ¢,, : X,, = Y
for each n € NU {oo} so that

di(tn(Xn)steo(Xoo)) = 0 as n — oo,

where dg denotes the Hausdorff distance in Z.

If the spaces are pointed, i.e., for each n we have some reference point z, € X, then
we say that (X,,,d,, z,) converges to (X, doo, Too) in the pointed Gromov-Hausdorff (pGH
for short) sense provided that there exist a metric space (Z,dz) and isometric embeddings
ln : X, = Y for each n € NU {00} so that:

(1) 1n(n) = oo (00) i1 Z;
(2) for every R > R > 0 and ¢ > 0, eventually ¢,(Bg(z,)) is included in the e-
neighborhood of (oo (Br(Ta)), and too(Br(7)) is included in the e-neighborhood
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of t,(Br/(x,)). For geodesic spaces, this is equivalent to require that, for each R > 0,

dy (Ln(BR<l'n)), LOO(BR(SCOO))) — 0 asn — oo.

If moreover the spaces X, are endowed with Radon measures m, which are finite on
bounded sets, we say that (X,,,d,, m,,z,) converges to (X, doo, Mso, Too) in the pointed
measured Gromov-Hausdorff sense (pmGH for short) provided that there exist (Z,dz) and
{tn}nenugooy satisfying the conditions (1), (2) above and moreover it holds that:

(3) (tn)«(my,) converges weakly t0 (1oo)s(Ms), i.e., for every ¢ € Cy(Z) with bounded
support, where C,(Z) denotes the set of continuous bounded functions on Z, we have

/gpd(Ln)*(mn) — /(pd(Loo)*(moo) as n — 0o.

In any of the above cases, (Z,dz, {t,}) is called a realization of the convergence and, given

Yn € X5, n € NU {00}, we say that y, converges to y, and write y, oK Yoo, Provided that
there exists a realization such that

nh_)rgo dZ(Ln(yn)a Loo(yoo)) = 0.

Remark 2.3. If, for each n € N U {oc}, (X,,,d,) is a proper metric space, i.e., every
closed ball is compact, then we can find a realization of the convergence where (Z,dz) in
the realization is proper as well. Indeed, given any realization (Z,dz,{.,}) we may take
Z" = Unenufooy tn(Xn) © Z and take dz the restriction of dz. It is not difficult to check
that (Z',dz, {tn}) is also a realization of the convergence and (Z’,dz) is a proper metric
space.

We will be interested in the convergence of probability measures in the context of a pmGH
convergence. For a metric space X, we denote by P(X) the space of Borel probability
measures on X. Fix a sequence (X,,d,, m,,z,) converging to (Xuo,doo, Mso, Too) in the
pmGH sense with (Z,dz,{.,}) a realization of the convergence. In addition, we assume
that each (X,,,d,) is proper, which implies that we may assume (Z,dz) is proper thanks to
Remark 2.3.

Lemma 2.4. Let R > 0 and suppose that for each n € N we have p,, € P(X,,) such that
tn(Br(z,)) = 1. There exists po € P(Xw) such that (i,)«(1,) subconverges weakly to
(LOO>*<:U’OO>7 i'e'v for aly ¢ S Cb(Z)7

[ i)t = [ odla)tue) s oo

Proof. By definition of pmGH convergence, for large n we have that (,)«(pn) is concen-
trated in Bry1(too(Too)), 1€y ((tn)s(ptn))(Br+1(too(To0))) = 1. Since (Z,dz) is proper, by
Prokhorov’s theorem, up to choosing a subsequence, (i,)«(it,) weakly converges to some
i, € P(Z). It is not difficult to check that pl (t00o(Xo)) = 1 by applying the definition
of weak convergence to bounded continuous functions supported on open balls disjoint from
Loo(X o). Therefore, pl, = (too)«(fioo) for some fio, € P(Xo) as required. O

We have the following lemma.
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Lemma 2.5. Let ¢ > 0 and, for each n € N, let u, € P(X,) be so that u, < cm,, ie.,
for every Borel set A C X, pn(A) < em,,(A). In addition, assume o, € P(X) is so that
(too)s (oo ) 1s & weak limit of (¢,,)«(ptr). Then we have p < cmey.

Proof. The lemma follows easily by applying the definition of weak convergence along with
Lemma 2.6. U

Lemma 2.6. Let (X,d) be a Polish space and p, v be nonnegative Borel measures on X
which are finite on bounded sets, and let ¢ > 0. The following are equivalent:

(1) < e

(2) for every nonnegative f € Cp(X) with compact support,

/fdu<c/fdu

Proof. The implication from (1) to (2) is obvious by the definition of integration. For the
other direction it suffices to show that, for any bounded Borel A C X, u(A) < cv(A). Since
1, v are outer regular, we can assume that A = U is open. Using the distance function to
X\ U, we can construct a monotone increasing sequence of nonnegative functions f; € Cy(X)
with bounded support converging to 1y, the indicator function of U. Clearly [ f; dv — v(U)
and [ fidp — p(U) as i — oo and so u(U) < ev(U) by our assumption. O

2.2. Optimal transport, non-branching, and curvature-dimension condition. In
this subsection we review some basics of optimal transport theory, as well as the essentially
non-branching condition and the entropic curvature-dimension condition CD(K, N).

Let (X,d) be a metric space. We denote by P(X) the space of its (Borel) probability
measures. We say that € P(X) has finite second moment if [, d*(x,zo) du(x) < oo for
some (and hence all) 2o € X, and denote by P2(X) C P(X) the set of all such probability
measures. Given iy, po € Po(X), the L?-Wasserstein distance Wy between them is defined
by

(2.7) W2(p1, po) := inf/ d*(z,y) dy(x,y),
XxX

v

where the infimum is taken over all v € P(X x X)) satisfying (m1).(7) = pu1 and (m2).(7y) = po,
where 7; : X x X — X is the projection onto the j-th coordinate for j = 1,2. Such measures
v are called admissible plans for the pair (uq, u2) and we denote by Adm(puy, p2) the set of
all admissible plans. We say that an admissible plan v is an optimal plan if the infimum in
(2.7) is realized at v, and denote by Opt(u1, 2) the set of all optimal plans for (pq, o). It
turns out optimal plans always exist for the cost function ¢ = d? if (X, d) is Polish (see for
instance [AG13, Theorem 1.5]).

In the case where (X, d) is geodesic, (P2(X), Wa) is also geodesic. Moreover, any Wasser-
stein geodesic (i)icpo) in (P2(X), W) can be lifted to a measure v € P(Geo(X)) so that
(er)«(v) = ¢ for all t € [0, 1], where e; : Geo(X) — X is the evaluation map

(2.8) ei(v) = (t).
We say that v € P(Geo(X)) is a dynamical optimal plan from py to py if (eg,e1).(v) €

Opt(po, p11), and denote by OptGeo(pg, 111) the space of all such plans.
Let (X,d) be a geodesic space.
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Definition 2.9. (Non-branching condition). Given 7,7, € Geo(X), we say that v; and 7,
are branching if ~; # 72 and there exists t € (0,1) so that, for any s € [0,t], 71(s) = Y2(s).
If 1, v2 are branching, then there exists a unique ¢y € (0, 1) such that

* 7i(to) = 12(to);

e 71(s) = 72(s) for all s € [0, to];

e For any € > 0, there exists s € (o, to + €) so that v1(s) # 72(s).
We say that a set S C Geo(X) is non-branching if there does not exist v1,7, € Geo(X)
which are branching, and that X is non-branching if Geo(X) is non-branching.

Many results were shown for various kinds of CD spaces under an additional non-branching
assumption. In [RS14], a weaker condition called essentially non-branching was introduced
under which most of these results generalize.

Definition 2.10. (Essentially non-branching condition). A geodesic metric measure space
(X,d, m) is said to be essentially non-branching if any dynamical optimal plan v between two
probability measures pg, 1 € P(X), with pg, 1 < m, is concentrated on a non-branching
set, i.e., there exists A C Geo(X) Borel so that v(Geo(X )\ A) = 0 and A is non-branching.

It was shown in [RS14] that RCD(K, N) spaces are essentially non-branching. This was
strengthened to non-branching in [DEN25]. Later in our paper, we will want to obtain global
geometric properties from local ones (see for instance Theorem 2.17), which motivates the
following definition.

Definition 2.11. (Local essentially non-branching condition). Let U C X be open and
bounded. We say that X is essentially non-branching on U if any dynamical optimal plan v
between two probability measures i, 11 supported in U, with g, 41 < m, is concentrated
on a non-branching set. For p € X we say that X is locally essentially non-branching at p if
there exists an open and bounded U so that p € U and X is essentially non-branching on U.

We now review the entropic curvature-dimension condition CD®(K, N) of [EKS15]. Let
(X,d, m) be a metric measure space. Given a measure u € Py(X), we define its relative
entropy (with respect to m) by

Ent(u) 1= [ plog(p) dm,

if © = pm is absolutely continuous with respect to m and (plog p). is integrable. Otherwise,
we set Ent(u) := co. We denote by P;(X) C Po(X) the subset of probability measures
whose entropy is finite. For N > 0, define the functional Uy : P2(X) — [0, o] by

1
Un(p) := exp ( — NEnt(u)).
For K € R and N > 0, we define the distortion coefficients o 5 by:

(

o0 if K62 > N2,
© Sm((t:—\/_ V;/N]\? if 0 < K0? < Nr2,
2.12 t,0) €[0,1] x RT g) =< "
sinh(tdy/—K/N) . 9
\—sinh(G o if K6° < 0.
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The entropic curvature-dimension condition is defined as follows.

Definition 2.13. (Entropic curvature-dimension condition [EKS15, Definition 3.1}). Let
K € Rand N € (0,00). We say that a geodesic metric measure space (X,d, m) satisfies
the entropic curvature-dimension condition CD®(K, N) if, for any absolutely continuous
to = pom, ji; = pym € P5(X), there exists a Wasserstein geodesic (fi¢)scf0,1) connecting po
and py so that for all ¢ € [0, 1] we have

(2.14) Un () > 03¢ 3 (Walpo, 111)) U (110) + 05 sy (Walpto, 112)) U (1.

If (2.14) holds for any Wasserstein geodesic (i) between py and pq we say that (X,d, m)
satisfies the strong CD*(K, N) condition.

We also use the following local definitions.

Definition 2.15. Let U C X be open and bounded. We say that X is locally CD*(K, N)
on U if, for any absolutely continuous probability measures jg = pom, 1 = pym € P35 (X)
supported in U, there exists a Wasserstein geodesic (fi¢)cjo,1) connecting po and gy so that
(2.14) holds. Similarly, we say that X is locally strongly CD°(K, N) on U if (2.14) holds for
any Wasserstein geodesic (p;) between py and p;. Finally, for any p € X, we say that X is
locally (resp. locally strongly) CD®(K, N) at p if there exists an open and bounded U so that
p € U and X is locally (resp. locally strongly) CD(K, N) on U.

The CD®(K, N) condition has the advantage that it is easier to work with (for instance
in terms of proving globalization properties) than the CD(K, N) condition from [STUOGD]
and the CD*(K, N) condition from [BS10]. Under an essentially non-branching condition,
the three conditions are equivalent from [EKS15, Theorem 3.12] and [CM21, Theorem 1.1]
(see also [LI24, Theorem 1.1]).

As noted in [EKS15], a local CD*(K, N) condition implies a local essentially non-branching
condition.

Lemma 2.16. Let R > 0. If (X,d, m) is locally strongly CD°(K, N) on Byg(p) for some
p € X, then X is essentially non-branching on Bg(p).

Proof. By [EKS15, Lemma 2.12], we see that if X is locally strongly CD®(K, N) on Byg(p)
then it is locally strongly CD(K,00) on Bsg(p), where the definition of CD(K, 00) (see
[STUOGa, Definition 4.5], [LV09, Definition 0.7]) is extended in an analogous way (as Defi-
nition 2.15) to locally strongly CD(K, 00). The proof of [RS14, Theorem 1.1] can then be
repeated verbatim to conclude. ([l

Denote by Geo,(X) the set of geodesics in X that passes p, i.e.,
Geo,(X) := {7 € Geo(X) : 3t € [0,1] such that (t) = p}.
We will need the following globalization theorem (cf. [EKS15, Theorem 3.14]).

Theorem 2.17. (Globalization theorem). Let R > 0 and p € X. Suppose that the following
conditions hold:
(1) there exists a countable open cover of Bagr(p) \ {p} by open balls {B,.(p;)} so that
X is locally strongly CD*(K, N) on Bjg,,(p;) for each i;
(2) for any optimal dynamical plan v between two absolutely continuous measures sup-
ported in Bg(p), v(Geo,(X)) = 0.
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Then X is locally strongly CD*(K, N) on Bgr(p).

Proof. We only sketch the proof, as it uses many of the same ingredients as the proof of
[EKS15, Theorem 3.14]. For each k € N, define G), C Geo(X) as the set of all geodesics
whose image is contained in Ule B, (pi). For each k let n; € N be sufficiently large so that
10R/r; < my for each i = 1,... k. Let I, = {1,...,k}™ be the set of all ng-tuples with
entries in {1,...,k}. For any o = (v, ..., ap, ) € Ii, we define H, C Gy by

H, = {y € Gi : v(i/ny) € By, (pa,) for all i =0,...,np —1}.

Clearly, { H, }acr, forms a (not necessarily disjoint) partition of Gy.

Fix any Wasserstein geodesic (1)cjo,1) between g = pom, 11 = pym € P;(X) concentrated
in Bgr(p) and let v € P(Geo(X)) be an associated optimal dynamical plan, i.e., (e¢)«(v) =
for each ¢ € [0, 1]. By the triangle inequality, v is concentrated on a set of geodesics of length
at most 2R and whose image is contained in Byg(p). From this and our choice of ny, for any
a € Iy, v H, must be concentrated on the set of curves H, C H, defined by

H,, :={y € Hy : y([i/nk, (i +2)/nx]) € Bar, (pa,) for any i =0,... ng —2}.

For any o € I}, where v(H,) > 0, we define v, :=vL H,/v(H,). For each i =0,...,n; — 2,
let F; : Geo(X) — Geo(X) be the map which takes v to Fj(y) defined by F;(v)(t) :=
v(i/ng+2t/ng), i.e., Fi(7) is a linear reparameterization of v on the interval ([i/ny, (i42)/n).
Then (F}).(va) is concentrated on the set of geodesics with image in By, (Pa;)-

As in the proof of [EKS15, Theorem 3.14|, we may now apply the locally strong CD®(K, N)
condition of each By, (pa,) to each (F}).(v,) and then use [EKS15, Lemma 2.8 (i)] to
conclude that the Wasserstein geodesic ((e;)«(va)): satisfies (2.14). To be slightly more
precise than the proof of [EKS15, Theorem 3.14], it is not difficult to check (using for
instance a local version of [CM17a, Theorem 1.1]) that the local strong CD®(K, N) condition
on each By, (pa;) implies that, for any Wasserstein geodesic (y;) between two probabilities
to, 1 concentrated in Ba,, (Pa,), if o € P3(X) then (u;) is the unique Wasserstein geodesic
between py and py, and p; € Py(X) for any ¢ € [0,1). We can then conclude inductively
that, since (eg)«((£0)«(Va)) = (€0)+(¥a) € P5(X), each (e1/2)«((Fi)«(va)) € P5(X) as well.
As such, (2.14) holds for each Wasserstein geodesic ((e;)«((F;)«(va))): and then we can use
the characterization of [EKS15, Lemma 2.8 (i)] to stitch together the estimate.

For any k € N so that v Gy # 0, we define vy, := v Gy /v(Gy). Since I, is finite and
for each o € Iy, (e1)+(va) € P5(X) for all ¢ € [0,1], we can conclude that (e;).(vx) € Ps(X)
and in particular (e;).(vx) < m. Applying Lemma 2.18, we conclude that vy, is concentrated
on a non-branching set. It now follows that v is also concentrated on a non-branching set.
We note that at this point we have proven that any optimal dynamical plan v between
two probability measures in P;(X) and concentrated in Bg(p) is concentrated on a non-
branching set. Keeping in mind Lemma 2.19, we may now argue as in [EKS15, Theorem
3.14] to conclude that (2.14) holds for each ((e;)«(vk)):, and then finally that it holds for

((e)(¥))e- N

Lemma 2.18. Let R > 0 and p € X. Suppose that there exists a countable open cover of
Bar(p) \ {p} by open balls {B,,(p;)} where X is essentially non-branching on each Big,, (p;)-
Let v be an optimal dynamical plan between two absolute measures g, p1 supported in
Br(p) so that:
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(1) py := (e)«(v) < m for every t € [0, 1];
(2) v(Geoy(X)) =0.

Then v is concentrated on a non-branching set.

Proof. By the triangle inequality, v is concentrated on a set of geodesics of length at most
2R and whose image is contained in Bag(p).

For each k € N, define Gy, C Geo(X) to be the set of geodesics whose image is contained
in Ule B,.(p:). It suffices to prove that each v, := v Gy, is concentrated on a non-branching
set, i.e., there exists non-branching A} so that vx(Geo(X) \ A}) = 0 (notice that any null
measure is concentrated on the non-branching set (). Indeed, in this case by adjusting A},
one can construct a monotone sequence of non-branching sets A, so that v, is concentrated
on Ay. It follows that A := J,~, Ak is a non-branching set. Clearly, v is concentrated on A
by the second assumption of the lemma.

Suppose for the sake of contradiction that there exists some k so that v, is not concentrated
on any non-branching set. Let n be sufficiently large so that 10R/n < r; foreachi =1,... k.
For each j = 0,...,n — 2, define the map F; : Geo(X) — Geo(X) which takes v to F;(v)
given by F;(y)(t) :== v(j/n + 2t/n), and define v ; := (F}).(vx). There must exist some j
such that 14 ; is not concentrated on any non-branching set.

Finally, for each m = 1,... k, we define T,, C Geo(X) to be the set of geodesics ~y
so that v(0) € B, (pm). Defining vy ;m = vy, L T,,, again there must be some m so
that v, is not concentrated on any non-branching set. Due to our choice of n and the
observation that v is supported on the set of geodesics with length less than 2R, we see
that (eo)«(Vk,jm), (€1)«(Vk jm) must be supported in By, (p;). Moreover, by our initial as-
sumption that (e;).(v) < m, we have (€g).(Vkjm), (€1)s(Vkjm) < m as well. Therefore,
Vk.jm/Vk.j,m(Geo(X)) is an optimal dynamical plan between two absolutely continuous prob-
ability measures supported in Bjg,, (pm,) that is not concentrated on any non-branching set.
This is a contradiction. 0J

We have the following minor variant of [EKS15, Lemma 3.11].

Lemma 2.19. Let (X,d, m) be a geodesic metric measure space. Let p, 1 € P(X) be so
that pg, 1 < m and assume that any optimal dynamical plan between g, p1 is concentrated
on a non-branching set. Assume that v = Y| oy for aj, > 0 and optimal dynamical
plans v;. Define u¥ := (e;).(v*) for each t € [0,1]. If {uf}) is mutually singular, then {u¥},
is also mutually singular for each t € (0, 1).

The proof is exactly the same as that of [EKS15, Lemma 3.11]. We note that in [EKS15]
it was assumed that X is essentially non-branching. However, as is evident in the proof,
for any particular pg, g1, it is only necessary to assume that any optimal dynamical plan
between pp and py is concentrated on a non-branching set.

We now give some properties of the local CD*(K, N) condition. By localizing the proof of
[EKS15, Proposition 3.6], we have the following version of the Bishop—Gromov inequality.

Proposition 2.20. (Local Bishop-Gromov inequality). Let R > 0. If (X,d, m) satisfies
the local CD(K, N) condition on Byg(p) for some p € X, then for any ¢ € Bg(p) and
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0<r; <ry <min{R —d(p,q), 7/ N/K*} we have
m(B,, () _ [ singn (1) d
m(By,(q)) ~ [y sing/n ()N dt’
where for each k € R the function sin, : [0, 00] — R is defined by

\/LE sin(v/kt) if kK >0,
sing(t) == < ¢ if k=0,

\/L_? sinh(y/—xkt) if Kk <0.

By localizing the arguments of [CM17a, Theorem 3.1], we have the following variant of
the theorem.

Proposition 2.21. Let R > 0, K € R, and N € [1,00). There exists a locally bounded
function Cxny g : [0,1) — Ry (i.e., Cknr is bounded on [0,s) for any s < 1) so that
the following holds. Let (X, d, m) satisfy the local CD®(K, N) condition on Byg(p) for some
p € X. Let pp = pom < m be supported in Br(p) with py € L>°(m), and let ¢ € Br(p). Then
there exists an optimal dynamical plan v between iy and p; := 9, so that p; 1= (e;).(v) < m
for any t = [0,1). Moreover, writing u; = pym we have that p, € L>(m) and

191l ooy < Oy ()| 0| oo -

Given a metric measure space (X,d,m), we say that X is c-doubling for some ¢ > 0
provided that
m(Ba (7)) < em(B, ()
for any € X and any r > 0; recall that we assume m # 0. For a fixed ¢ > 0, a family
of bounded and c-doubling spaces is uniformly totally bounded (i.e., for any ¢ there exists
n. such that each of the spaces in the family can be covered by at most n. balls of radius

). From this, we have the following version of Gromov’s precompactness theorem, whose
statement we take from [GMS15, Lemma 3.32] (see also [BBIO1, Theorem 8.8.10]).

Lemma 2.22. Let (X,,,d,, m,,z,), n € N, be a sequence of pointed metric measure spaces.
Assume that, for some ¢ > 0, all of them are c-doubling and there exists » > 0 such that
0 < liminf, . m,(B.(z,)) < co. Then the sequence is precompact in the pmGH topology
and any limit space (X, doo, Moo, o) 18 c-doubling as well.

Let (X,d,m) be locally CD*(K, N) on Byg(p) for some R > 0 and p € X. Consider

(Bgr(p),d’,m’), where d is the restriction of d to Bg(p) and m’ is the normalization of the
restriction of m to Bgr(p), i.e.,

w ML Balp)

m(Br(p))
Since (X,d,m) is assumed to satisfy the usual conditions we require for metric measure

spaces, (Bgr(p),d’,m’) does as well. In particular, (Bgr(p),d’) is a compact metric space (and
therefore Polish) and, since supp(m) = X, we have supp(m’) = Bgr(p). Note also that,

although (Bg(p),d’, m’) is no longer a geodesic space, any z,y € Br/2(p) can be connected

by a geodesic in Br(p). The local Bishop—Gromov inequality (Proposition 2.20) implies that
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(X,d, m) is cg x n-doubling for balls in Byg(p) and so, in view of (the proof of) Lemma 2.22,
we have the following lemma.

Lemma 2.23. Let R > 0, K € R, and N € [1,00). Let (X;,d;,m;,p;) be a sequence of
pointed metric measure spaces. Assume that (X, d;, m;) is locally CD*(K, N') on Byg(p;) for

each i € N. Then the sequence (Bg(p;),d;, m, p;) is precompact in the pmGH topology.

» M) 7

Arguing now as in [GMS15, Theorem 4.9], we have the following stability theorem for the
local CD*(K, N) condition.

Lemma 2.24. Any limit space (Xo,doo, Moo, Do) Of a subsequence of (Br(p;),d;, m%, p;);
appearing in Lemma 2.23 is locally CD(K, N) on Br/2(Psc)-

Remark 2.25. We note that there is a minor technical issue with Lemma 2.24 as stated since
the local CD®(K, N) condition was defined only for geodesic spaces and (X oo, doo, Moo, Poo) 18
not necessarily a geodesic space. Nevertheless, as noted earlier, any two points in Bg/2(p;)
are connected by a geodesic and this property carries over to Bg/2(ps). This is enough
to formulate the local CD*(K, N) condition for Bg/(p), even if X is not geodesic; this
formulation is what we mean when we say (Xo, doo, Moo) is locally CD*(K, N) on Bg/2(pso)-
Moreover, since the proofs for Propositions 2.20 and 2.21 are completely local, they both hold
with Bpr/2(pos) in place of the larger ball where the local CD(K, N) condition is assumed.

2.3. Ramified double cover. Next, we discuss the notion of orientable ramified double
cover of an RCD space introduced in [BBP24]. We begin by recalling the following definition
of orientability for RCD spaces.

Definition 2.26. (Orientable RCD spaces [BBP24, Definition 1.6]). Let (X,d,H") be a
non-collapsed RCD(—(n — 1),n) space with no boundary. We say that X is orientable if
every open A C X that is a topological manifold is orientable.

As shown in [BBP24], the above definition turns out to be equivalent to the one given in
[HON17] for non-collapsed Ricci limits. In the setting of non-collapsed RCD(—(n — 1),n)
spaces without boundary, the e-regularity theorem of [CC97, DPG18]| ensures that, for 0 <
e < g(n), the open subset

H(B, ()

Wpr™

(2.27) A(X) = {xeX > 1 — ¢ for some r € (0,5)},

where w,, ;= H"(B;1(0™)), is a connected topological manifold without boundary whose com-
plement has Hausdorff dimension smaller than or equal to n — 2 (see [KM21]). It turns out
that to check the orientability of X it suffices to check orientability with respect to only one
such A.(X). More precisely, we have the following proposition.

Proposition 2.28. (Equivalent definition of orientability). Let (X, d, ™) be a non-collapsed
RCD(—(n — 1),n) space with no boundary. Then X is orientable in the sense of Definition
2.26 if and only if there exists some ¢ < €(n) so that A.(X) is orientable.

We refer to [BBP24, Theorem 2.1] for the proof of this fact and other equivalent definitions
of orientability. Both definitions can be applied locally following [BBP24, Remark 1.8].
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Definition 2.29. (Local orientability). Let (X,d, H™) be a non-collapsed RCD(—(n—1),n)
space with no boundary. We say that an open subset U C X is orientable if U N A is
orientable for every A as in Definition 2.26. Moreover, this is equivalent to U N A.(X) being
orientable as in Proposition 2.28.

We will make use of the concept of orientation-reversing and preserving loops. We refer to
the beginning of [BBP24, Subsection 2.1] for a discussion on the definitions and properties
of such loops in the context of manifolds.

Definition 2.30. (Orientation-reversing and preserving loops) Let (X,d,H™) be a non-

collapsed RCD(—(n — 1), n) with no boundary. We say that a continuous loop v : [0,1] — X

(i.e., 7(0) = v(1)) is orientation-reversing (resp. orientation-preserving) if the following holds:
(1) there exists an open A C X that is a topological manifold so that v([0,1]) C A4;

(2) v is orientation-reversing (resp. orientation-preserving) in the standard sense as a
loop in A.

From standard algebraic topology, it is clear that any continuous loop whose image lies
in the topological manifold part of X is either orientation-reversing or preserving, and the
definition is independent of the choice of A. The following is immediate from the definitions.

Proposition 2.31. Let U C X be open. Then U is orientable if and only if there are no
orientation-reversing loops whose image lies in U.

Orientability in stable under non-collapsing Gromov-Hausdorff convergence by [BBP24,
Theorem 1.16]. We note that, by [BNS22, Theorem 1.6], the non-collapsed limit of a sequence
of a non-collapsed RCD(—(n — 1), n) spaces without boundary is also without boundary.

Theorem 2.32. (Stability of orientability). Let (X;,d;,H",p;) be a sequence of non-
collapsed RCD(—(n — 1), n) spaces without boundary which converges in the pointed mea-
sured Gromov—Hausdorff sense to (X,d, H",p). If (X;,d;, H") is orientable for every i then
(X,d,H") is orientable.

Remark 2.33. (Local stability of orientability). We note that it follows from the proof
of the above theorem that stability of orientability also holds locally. In other words, if in

the previous theorem we instead assume that B,.(p;) is orientable for every ¢, then we can
conclude that B, (p) is orientable.

On the other hand, the stability of non-orientability was only proved for non-collapsed
Ricci limit spaces in [BBP24, Theorem 1.18], and remains an open question for non-collapsed
RCD spaces.

As a key tool, for non-orientable RCD spaces one can construct a ramified double cover.

Theorem 2.34. (Ramified double cover for RCD spaces [BBP24, Theorem 3.1]). Let
(X,d,H"™) be a non-orientable, non-collapsed RCD(—(n — 1),n) space without boundary.

Then there exists a geodesic metric measure space (X , a, ‘H") along with an involutive isom-
etry I': X — X so that the following hold:

(1) X = X/(I'), and we denote by 7 : X — X the projection map;

(2) there exists an open and dense subset A C X that is an orientable topological mani-

fold and a length space so that, denoting A := W(A), the map 7 : A — A is a local
isometry and a double cover;
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(3) the set R of regular points (i.e., whose tangent cone is R™) is contained in A.

Moreover, the set A may be taken to be A.(X) for 0 < & < £(n). The pair ((X,d, H"),7) is
unique up to 1somorphlsm Specnﬁcaully7 if ((X',d",H"™),n’) is another such pair, then there
exists an isometry ® : (X,d) — (X', d") satisfying 7/ o ® = 7 and thus also ® o' = I" o P.

Remark 2.35. It is not difficult to check from either the construction of X or the properties
of Remark 2.36 below that, since (X, d, H") is assumed to satisfy the usual conditions that
we impose on metric measure spaces, (X,&,H”) does as well. In particular, (X,&,H”) is
proper and H" is finite on bounded sets of X with supp(H") = X

It is an open question whether X is RCD in general. In the case of Ricci limits, it was
shown in [BBP24, Theorem 1.21] that if X is the non-collapsed Ricci limit of some sequence of

non-orientable manifolds, then X is the Ricci limit of the double cover of the same sequence
and hence RCD. Nonetheless, in general we have the following useful properties for the
ramified double cover from [BBP24, Remark 3.2].

Remark 2.36. In the notations of Theorem 2.34:
(1) 7 is surjective and, if x = 7(%), then the fiber 77! (z) = {Z,T(2)};
(2) d(r (&), 7(§)) = min{d(2,9),d(T'#, §) = d(&, )} for every &, § € X;
(3) the map  is 1-Lipschitz, and pushes forward the measure H" as m.(H%) = 2H%;
(4) we have that A C {# : T'# # 2}, where both sets are open and dense;
(5) dlmH(X \A) <n-—2
(6) diam(X) < 2diam(X).

Properties (1) and (2) of the above remark easily give the following lemma.

Lemma 2.37. If v : [0,1] — X is a constant speed geodesic and, for some t, € [0, 1], ~(to)
is the unique lift of 7(y(%y)), then (7 0 ¥)|[,4) and (7 0 ¥)|i,,1) are both geodesics.

Indeed, since (to) is the unique lift of m(v(t9)), the action of I' on 7(to) is trivial by
property (1). Property (2) then gives

d(7(0),7(to)) = dx(m(7(0)), m(v(t0))),
d¢((to),7(1)) = dx(m(v(to)), 7(7(1))),

which is all that is needed to conclude Lemma 2.37. We will also make use of the following
lemma.

Lemma 2.38. ([BBP24, Lemma 3.3]). Let (X,d,H") be a non-orientable, non-collapsed
RCD(—(n — 1),n) space without boundary and let p € X. Let m: (X,d, H") — (X, d, H")
be the ramified double cover, and let p € X be such that w(p) = p. Then, for any R > 0,
Brg(p) is non-orientable if and only if d(p,Tp) < 2R.

Unlike their smooth counterparts, non-collapsed RCD spaces [BBP24, Example 1.22], and
even non-collapsed Ricci limits of dimension > 5 [BBP24, Example 1.4], can have points that
have arbitrarily small non-orientable neighborhoods. This motivates the following definition.

Definition 2.39. (Locally non-orientable point [BBP24, Subsection 1.5]). Let (X,d, H")
be a non-collapsed RCD(—(n — 1),n) space without boundary and let p € X. We say that
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p is locally non-orientable (LNO for short) if any open set U containing p is non-orientable.
Otherwise, we say that p is locally orientable.

Clearly, the local non-orientability of p is equivalent to B,(p) being non-orientable for any
r > 0. Locally non-orientable points are exactly those that have a unique lift via .

Proposition 2.40. Let (X,d,H™) be a non-orientable, non-collapsed RCD(—(n — 1),n)
without boundary and let p € X. Let 7 : (X,d,H") — (X,d,H"™) be the ramified double
cover, and let p € X be such that w(p) = p. Then p is locally non-orientable if and only if

m(p) = {p}.
Proof. Lemma 2.38 implies that I'(p) = p if and only if p is locally non-orientable. Remark
2.36 (1) then gives the desired conclusion. O

Combining the previous proposition with the local stability of orientability, we obtain the
following.

Proposition 2.41. Let (X,d,’H™) be a non-orientable, non-collapsed RCD(—(n — 1),n)
space without boundary and let p € X. Let 7 : (X,d,H") — (X,d,H") be the ramified

double cover, and let p € X be such that 7(p) = p. If there is a tangent cone at p that is
non-orientable, then 771(p) = {p}. In particular, p is locally non-orientable.

Proof. Since there is a non-orientable tangent cone at p, there must be a sequence r; — 0 so
that each B,,(p) is non-orientable, by the local stability of orientability from Remark 2.33.
Hence, p is locally non-orientable and so Proposition 2.40 gives that 7~*(p) = {p}. O

2.4. Limits of ramified double covers. In this subsection, we study the pmGH limits
of sequences of ramified double covers that satisfy some additional assumptions. More pre-
cisely, let (X;,d;, H"™, p;)ien be a sequence of non-orientable RCD(K, n) spaces converging
to (X,d,H",p) in the pmGH sense. Let (Xi,cii,H",ﬁi)ieN be the ramified double covers of
the spaces in the sequence, with associated projection 7; and isometric involution I';, and
assume in addition that there exists R > 0 so that

(1) Bgr(p;) is non-orientable for each i € N;

(2) X; is locally CD*(K,n) on Bigoor(p;) for each i € N.
The main result of this subsection is that Bg/(p) is non-orientable for any R’ > R under the
above assumptions. We will use Lemmas 2.23 and 2.24, which say that, up to taking a subse-
quence, (Bagor(p;)): converges to some (X, d,m, p) that is locally CD®(K, n) on Bigor(p). A
form of the above result was proved and used in [BBP24, Theorem 4.2] to show the stability
of non-orientability for a sequence of spaces X; under the additional assumption that X, is
RCD(K,n). As we will show, the arguments used in [BBP24] can be adjusted to work under
the weaker assumptions of this subsection.

Remark 2.42. We give an example to illustrate the idea behind the proof. A priori it
might be possible to construct a sequence of non-orientable RCD (K, n) spaces (X;, p;); that
converges to (C'(Y"™ 1), 0), where Y"1 is an (n — 1)-sphere of diameter < 7, but where
all non-orientable loops in X; must pass through By /;(p;). This would be a counterexample
to the stability of non-orientability, and so should be conjecturally impossible. For such

A

an example, intuitively (X;,p;) should converge to a space which looks like two copies of
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C(Y™1) glued at the tip which we denote p, with p; — p. Now if in addition we knew that
each X; is locally CD®(K,n) on Big(p;), then Big(p) would also be locally CD¢(K, n).
The local CD*(K,n) condition would be incompatible with the limit space looking like two
copies of a cone glued at the tip, and hence rule out this counterexample.

Let everything be defined as in the beginning of the subsection. Without loss of generality,
we may assume R = 1. By Lemma 2.38, we know that d;(p;, I;(p;)) < 2. As such, up to
choosing a subsequence, we may assume that I';(p;) — p' under the pmGH convergence, for
some p' € X with d(p,p') < 2.

Since m;, I'; are 1-Lipschitz, we may apply the Arzela—Ascoli theorem to take limits (up to
a subsequence) of the sequences of maps m; : Bioo(p;) — X; and T'; : Bso(p;) U Bso(Ty(p;)) —
BlOO(ﬁi)- We obtain two 1-LipSChitZ maps 7 : BlOO(ﬁ) — X and I': B50<]§) U B50(]7) — X SO
that the following holds:

(1) for any sequence (z;);, where x; € Bioo(p;), if ©; — @ € Bigo(p) under the pmGH
convergence, then m;(x;) — 7(z);
(2) for any sequence (x;);, where x; € Bso(p;) U Bso(L'i(p:)), if 2 — © € Bso(p) U Bso(P)
under the pmGH convergence, then I';(z;) — ['(x);
3) m(p) =7(p') =pand ['(p) = p'.
For notational simplicity, we denote B, := Bso(p) U Bso(p). We list a few additional prop-
erties of the limit maps in the next proposition.

Proposition 2.43. The following holds:
(1) T is an isometric involution of B,;
(2) m(Bioo(P)) = Bioo(p); .
(3) 7 (w(x)) = {z,Tx} for any = € B;
(4) d(n(x), (y)) = min{d(w,y),d(z,T(y))} for any x € Bigo(p) and y € B,

The proposition is an easy consequence of the properties of the limit maps above and
Remark 2.36, so we skip its proof (note that (3) follows from (4)). We can also rule out
the possibility that I" is the identity map and 7 is an isometry (this would correspond for
instance to a situation where the set of fixed points of I'; in XZ gets denser and denser).
More precisely, we have the following lemma.

Lemma 2.44. For ¢ < ¢(n) sufficiently small, if x € A.(X) N Byo(p) then 7! (z) consists of
two points and there exists 7 > 0 so that if # € 771(x) then 7 is an isometry between B, (Z)
and B, (z).

Proof. Let © € A-(X) N Byo(p) and let x; € X; be a sequence so that z; — x in the pmGH
convergence. From a standard argument (see for instance [KM21, Theorem 3.1]) using
the Bishop—Gromov inequality and volume rigidity [DPG18, Theorem 1.6] for non-collapsed
RCD(K,n) spaces, we have that for any § > 0 there is an ¢ > 0 (depending only on §, K, and
n) and an r > 0 (depending on x) so that, for ¢ sufficiently large, for every 2’ € B, (x;) and
every ' < r, deg(By(2'), B.(0")) < 0r". The Cheeger—Colding metric Reifenberg Theorem
[CC97, Theorem A.1.1] then gives that each B,(z;) is homeomorphic to an open subset of
R™, and hence orientable, as long as § (and hence ¢) is sufficiently small depending only

on K,n. Now by Lemma 2.38 we have that if &; € (m;) "' (x;) then d;(Z, Ti(x;)) > 2r. Let
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i; € X; be a sequence that converges to some # € 7~ !(z). The sequence T';(Z;) converges to
I'(z) € m'(x) with d(Z, T'(#)) > 2r. This proves the first part.

As for the second part, by Remark 2.36 and the previous paragraph, we have 7= (B, (z;)) =
B, (#;) U B.(Ty(#;)) with B,.(&;) N B.(Ts(#;)) = (. In view of Remark 2.36 (2), this implies 7
is an isometry from B, /o(Z;) to B, /2(x;). This clearly passes to the limit by taking a sequence
Z; converging to z, as required. 0

In the proof of [BBP24, Theorem 4.2], the fact that the limit measure on the limit space
of X, is H" was used in the last stage of the proof. Under their assumptions, this comes for
free since (X;); was assumed to be a non-collapsing sequence of non-collapsed RCD(K, n)
spaces, and so the limit space is also a non-collapsed RCD(K, n) space by [DPG18]|. We also
prove a version of this result in our case. More specifically, we have the following lemma.

Lemma 2.45. The limit measure m is equal to H"™ on Bio(p) U Bio(I'(D))-

Proof. Let x € A.(X)N Byo(p) and let & € 7~ (x), where ¢ is sufficiently small as in Lemma
2.44. Let z; € X; be a sequence that converges to & under the pmGH convergence. Then,
by the proof of Lemma 2.44, there exists r > 0 so that, for i sufficiently large, B,(&;) is
isometric to B,.(m(%;)). Now, since (X, d;, H", x;) prmGH (X,d,H™, x), we must also have

(Byj2(x;), di, H™, x;) pmgH (By)2(z),d, H™, x), where the metrics are simply restrictions from

the larger spaces (provided that H™(0B,/2(x)) = 0, which holds for a.e. r > 0; actually,

by Bishop—Gromov, this holds for all » > 0). Similarly, since (BQOO(@),&Z-,H",@) PGt

(Baoo(ps), d, m, T), we can guarantee that
pmGH

(B a(@4), di, H™, 2) P55 (B, 2(@), d, @ L B, 5(7), 7).

By the isometry between B, y(x;) and B,/(&;) for large i and the uniqueness of pmGH

n

limits, we must have mL B, »(7) = H".
We have shown that, for any & € (Bio(p)U Bio(T(5))) N7~ (A(X)), i restricted to B, (z)
for r sufficiently small is equal to H™. It suffices now to prove that

1 ((Bio(B) U Buo(T(5) \ 7 (A(X))) = @ ((Bio(B) U Bio(T(5)) \ 7 (A(X)) ) =0
to conclude. Since H"(Bio(p) \ A-(X)) = 0, for any 0 > 0 we can find some cover {B,,(z;)};

of Bio(p) \ A:(X) with > war] < e, r; <9, and 2; € Byo(p). Lifting this cover to X and
noticing that each ball B, (z;) gives at most two balls of radius r; < ¢ allows us to conclude
that

His ((Bio(B) U Bio(T(5)) \ 7' (A(X)) ) < 2e.
Since ¢, § are arbitrary we conclude that
#H((BiolB) U Bio(T(5))) \ 77 (A:(X))) = 0.
Using the very same covers along with Lemma 2.46 also shows that
1 ( (Buo(p) U Bio(T(5))) \ 77 (A:(X)) ) = 0

as required. [l
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Lemma 2.46. For any x € Byy(p) and any 0 < r < 20,
H"(B,(z)) < m(r" (B, (2))) < 4H"(B,()).

Proof. Let x; € Bsg(p;) be a sequence so that z; — = in the pmGH convergence. Let
# € 7 (x) and choose a sequence #; € ; '(x;) C Bso(p;) so that #; — &. Then we have
Li(z;) = T'(z) as well.
By Bishop—Gromov inequality on RCD(K, n) spaces, we have that

lim H"(Byys(x;) \ Br—s(x;)) =0

6—0
uniformly in ¢. By the definition of pmGH convergence, this gives

H"(B,(x;)) — H"(B.(x)).
Similarly, due to the local Bishop—Gromov inequality from the local CD®(K,n) property of
Biooo(pi) (Proposition 2.20), we have that
H"(B,(2;)) - m(B,.(z)) and H"(B.(I'i(%;))) = m(B.(I'(2))).
By Remark 2.36 (1)—(3), we have that
H*(Br(2:)), H"(Br(L'i(2:))) < 2H" (B (i),
and so
(B, (1)), m(B(I'(2))) < 2H"(B,(z)).

Since 77 }(B,(z)) = B,() U B,.(I'(Z)) by Proposition 2.43 (3)—(4), we obtain the required
upper bound. The lower bound follows by a similar argument. 0

We have the following lemma, which is a replacement for [BBP24, Lemma 2.2].

Lemma 2.47. Let C' C Byy(p) be closed with H"'(C) = 0 and let C = 71C) C Bys(p).
Then, for every x € B5(p) \ C, it holds that, for m-a.e. y € B5(p) \ C, there exists a geodesic
v :[0,1] = Byo(p) connecting z to y with v([0,1]) C Byo(p) \ C.

Proof. The proof is similar to that of [BBP24, Lemma 2.2] (see also the proof of [RAJ12,
Theorem 1.4]). For the sake of completeness, we give a full proof with the necessary changes.
It suffices to prove that, for any z,y € Bs(p) \ C, there exists 7 so that for m-a.e. i € B,(y)
there exists a geodesic connecting  to 3/ with its image contained in Byo(p) \ C. At the
moment we will let 7 be sufficiently small so that B,(y) € Bs(p). We will fix n later with
more conditions.
Since X is a non-collapsed RCD(K,n) space, there exists some ck y so that for any
z € Byi(p) and any r < 2 we have
H"(B,(2))
r

From the assumption that H" 1(C) = 0, for any € > 0, there exists some finite covering
{Br]. (Zj)}jGJ of C'in X so that zj € Bu(p), T < 1, and

9
2 . n—1 < .
Z( T.]) — ]-6CK7N

jeJ

S CK,NTnil.
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Moreover, since = ¢ C, for n sufficiently small we can choose a finite covering as above so
that in addition B, (m(z))N (U e By,,(z)) = 0. Combining the above inequalities, we have

LACCI
- T 8
jed
Consider the collection of open balls
B:={B C Bij5(p) : B=B,,(Z) for some zZ € 7' (2;)}.

By Proposition 2.43, B is finite (with at most two balls corresponding to each j) and covers
C' . Moreover, indexing B arbitrarily so that B = {B,, (Zx) }kex, we have

3 m( By, (2k)) <e

.,
keK k

by the upper bound from Lemma 2.46. By Proposition 2.43 again, we have that B, (x) N
(UkeK BQ?"k(gk’)) = 0.

Let v be an optimal dynamical plan from py == mL B,(y)/m(B,(y)) to po := J, (note
that m(B,(y)) # 0 by the lower bound from Lemma 2.46). Clearly, v is concentrated on
the set of geodesics with length less than 10 whose image is contained in Bio(p). Since X
is locally CD*(K,n) on Bjgo(p) by our assumptions at the beginning of the subsection, we
may assume that v satisfies the conclusions of Proposition 2.21. In particular, this means
that for ¢t > n/10

(e0)-(v) < DU, n, ).

Fix some k € K. Let v be a geodesic from x to some y' € B,(y) and assume that
it intersects B,, (Z;). Since 7 has length less than 10, if we choose any N € N so that
N > 10/ry, there exists some ¢ = 1,..., N so that y(i/N) € By, (Z). Moreover, since
B, (z) N By, (%) = 0, we have that i/N > n/10 =: 1. Note also that we can require
N < 20/rg. Therefore, denoting by G the set of all geodesics whose image is inside of
Bio(p), we have

y({fy € G : (t) € By, (5) for some t € [0, 1]}) < ¥ y({’y € G ~(i/N) e BQTk(zk)})

iti/N>n/

< > (i) () (Bar, (1))

i:1/N>n'

Z D(K>n>77)1ﬁ(B2rk (gk’))
i:1/N>n'
< DNm(By,, (%))

< QODM'
Tk

IN
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Summing across k£ and using the bounds from earlier, we have that

1/({7 € G : 4(t) € C for some t € [0, 1]}>

< y({’y €G :q(t) e U B, (Z) for some t € [0, 1]})

keK

m(Bay, (Zk))

< _NTATRNTR T
keK
< De.

Since € > 0 is arbitrary and D is independent of €, we may conclude that
y<{7 € G : «(t) € C for some t € [0, 1]}) =0,

which shows that for m-a.e. ¥’ € B, (y) there exists a geodesic connecting x to 3’ that does
not intersect C. U

We state the main result of the subsection.

Theorem 2.48. Let (X;,d;, H", p;)ien be a sequence of non-orientable RCD(K, n) spaces
without boundary converging to (X,d,H",p) in the pmGH sense. For each i € N, let
T (XZ, ai,H”,ﬁi) — (Xj,d;, H", p;) be the ramified double cover. Assume that

(1) Bi(p;) is non-orientable for each i € N;

(2) X; is locally CD*(K,n) on Bigoo(p;) for each 7 € N.
Then Bjs(p) is non-orientable for any 6 > 0.

Proof. We use the same notation for the various objects defined earlier in this subsection. For
e < g(n) sufficiently small to be fixed later and some § < 1/10, fix some z € Bs(p) N A-(X).
By Lemma 2.44, there are two distinct lifts Z, T'(#) € Bs(p) U Bs(I'(p)). Since d(p,T'(p)) < 2,
we see that d(Z, T'(%)) < 2+ 20 by the triangle inequality and Bj(p) U Bs(T'(p)) C Bs(p).

Taking C := Bjg(p) \ A:(X) in Lemma 2.47, we can find y € Bs(Z) \ 7' (C) so that y can
be connected to Z and I'(#) by geodesics whose images are contained in Byo(p)\ 7 *(C) (here
we used the fact that m(Bs(Z)) is bounded away from 0 by Lemma 2.46). Concatenating
the two geodesics, we obtain a Lipschitz curve 7 : [0,2] — Bjo(p) with the 5(0) = & and
7(2) = T'(z), and whose image is contained in Byo(p) \ 7~ *(C). Moreover, since the length
of vis < 2+ 49, we have that

7(10,2]) € Biy2s(Z) U Biyas(I'(Z)) € Biss(p) U Brgss(I'(p))-

Consider the loop v :=m o074 : [0,2] — Byo(p) with v(0) = v(2) = 2. By Lemma 2.44 and
Proposition 2.43, « is Lipschitz and ([0,2]) C Bi43s(p) N A-(X). It suffices now to prove
that ~ is orientation-reversing.

Since this part of the proof is similar to that of [BBP24, Theorem 4.2], we only sketch
it (see also the proof of Claim 3.13, where we use a similar argument). As in the proof
of [BBP24, Theorem 4.2] , we can construct a sequence of curves 4; : [0,2] — Bs(p;) with
7:(0) = &, 4:(2) = I';(2;), and which uniformly converges to 4 under the pmGH convergence.
The uniform convergence implies that, for sufficiently large ¢, the image of v; := m; o %; is
in A (X;), where ¢ can be made arbitrarily small by choosing ¢ small. Combining this
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with the fact that 4; connects ; to I';(Z;), we see that ~; is an orientation-reversing loop
(see Definition 2.30). Indeed, Theorem 2.34 gives that 7, '(A.(X;)) is homeomorphic to
the orientable double cover of A. (X;) (as a non-orientable manifold) for sufficiently small
¢’ < e(n). Therefore, the projection of any continuous curve from z; to I';(z;) whose image
lies in 7; ' (Ao (X;)) must be an orientation-reversing loop. Now, as in [BBP24, Theorem
4.2] (see also Proof II of [BBP24, Theorem 4.2]), we can conclude that 7 o v must also be
an orientation-reversing loop, which implies that B 35(p) is non-orientable by Proposition
2.31. U

2.5. 1D-localization. In this subsection, we review the constructions of 1D-localization on
RCD spaces; our exposition will follow those of [BC13, CAV14, CM17a, CM17b, CM20].

Let (R, %) be a measurable space and let  : R — @ be a function where @) is a general
set. We may endow () with the pushfoward o-algebra 2 of # defined by the rule

S € 2 if and only if Q71(9) € %.
Clearly, any probability measure p on (R, %) then gives a natural probability measure q :=
Q.(p) on (Q, 2) via the pushfoward.
Definition 2.49. A disintegration of the probability measure p consistent with £ is a map
p:Z xQ —[0,1] so that, setting p,(B) := p(B, ¢), the following holds:

(1) p,(+) is a probability measure on (R, Z) for all ¢ € Q,
(2) g+ py(B) is g-measurable for all B € Z,

and the map satisfies for all B € #Z,S € 2 the consistency condition
pBOR7S) = [ p(B)dala).

A disintegration is strongly consistent with respect to Q if for all ¢ we have p,(Q7*(¢q)) = 1.
The measures p, are called conditional probabilities.

In what follows, we assume that (X, d) is a complete and locally compact geodesic metric
space, so that it is automatically proper as well. Let ¢ : X — R be any 1-Lipschitz function.
The d-cyclically monotone set associated with ¢ is defined by

(2.50) D= {(r,y) € X x X : 6(z) — () = d(z,9)}.
In general, a subset S C X x X is said to be d-cyclically monotone if, for any finite set of
couples (x1,v1), ..., (xn,yn) € S, we have that

N
Zd xzvyz < Z mmyl-l-l
i=1 i=1

where yy 1 := y;. It is straightforward to check that the d-cyclically monotone set associated
with ¢ is d-cyclically monotone in the above sense.

For any I' that is the d-cyclically monotone set associated with some ¢, we have the
following lemma, whose simple proof is left to the reader.

Lemma 2.51. Let (x,y) € I' and let 7 € Geo(X) be such that 7y = z and ; = y. Then

(757715) EF
forany 0 < s <t < 1.
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Definition 2.52. We define the set of transport rays of ¢ by
R:=Tul!
where I'™! := {(z,y) € X x X : (y,z) € T'}. The sets of initial points and final points are
defined by
a:={z€ X : fx € X so that (z,2) € I' and d(z, 2) > 0},
b:={2€ X : Az € X so that (z,2) € " and d(z, 2) > 0}.
The set of end points is a U b. We define the transport set with end points:

Te=P(\{z =y}) UR (T "\{z=y}),
where P : X x X — X is the projection onto the first factor and {z = y} is the diagonal
subset of X x X.

By [CM17b, Remark 3.3], we know that I',T~! R are closed, that I', T R, T, are o-
compact sets (countable union of compact sets), and that a, b are Borel sets.

In order to apply disintegration, we would like to have a subset of 7. on which the
transport rays induce an equivalence relation. In order to achieve this, it suffices to remove
from T . the branching points of the transport rays. We set I'(x) := Po(I' N ({z} x X)) and
[(z)™! = P(T7' N ({z} x X)). These are the set of points that come before and after z on
some transport ray respectively. We then define the forward and backward branching sets:

AL ={xeT.: Jz,weT(x)so that (z,w) ¢ R},

A ={re€T.: 3z,weT () sothat (z,w) ¢ R},
and the transport set

T =T \(ALUA_).
We have the following from [CAV14, Theorem 5.5]:
Theorem 2.53. Let (X,d, m) satisfy RCD(K,N) with 1 < N < oo. Then the set of
transport rays R C X x X (restricted to T x T) is an equivalence relation on the transport
set T and
m(T.\7T)=0.
Moreover, the transport set 7 is a o-compact set.
Denoting the set of equivalence classes of T with respect to the relation R by (), we have

a quotient map Q : T — ). We say that a map F': T — T 1is a section of the equivalence
relation R if we have the following:

(1) for any z € T, (z, F(x)) € R;

(2) for any xz,y € T, if (x,y) € R, then F(x) = F(y).
A set is said to be m-measurable if it is contained in the completion of the Borel o-algebra
with respect to m. We have the following from [CAV14, Proposition 5.2] (see also [BC13,
Section 4]).

Proposition 2.54. There exists an m-measurable section
Q:T—=T

for the equivalence relation R, i.e., the preimage of any open subset of 7 under £ is m-
measurable.
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There is a natural identification between the set of equivalence classes and the image of £,
so we identify Q@ = Q(T) ={z € T : 2 = Q(z)} and endow it with the subset topology. The
pushforward measure q := Q,(m) on @ is Borel since £ is m-measurable. In the sequel, let
us assume that m(X) < oo. Viewing Q as a map 7 — X and recalling that X is Polish, we
may then apply the standard disintegration theorem (see [FREO03, Corollary 452P]) and find
a strongly consistent disintegration {m,},cq, where m, is a probability measure concentrated
on Qq) CT.

We have a ray map associated with the disintegration as in [CM17b, Definition 3.6] which
we denote by ¢ : Dom(g) € @ x R — T. The ray map associates with each (¢,t) € Dom(g)
the unique element x € T so that (¢, x) € I" at distance ¢ from ¢ if ¢ is positive or the unique
element € T so that (z,q) € T" at distance —t from ¢ if ¢ is negative, provided that such
an element exists.

We have the following regularity properties for g.

Proposition 2.55. The following holds.
(1) g is continuous and Dom(g) is analytic;
(2) t — g(q,t)is an isometry and if s,¢ € Dom(g(q, -)) with s < ¢ then g(q, s), g(¢,t) € T;
(3) (g,t) — g(q,t) is bijective from Dom(g) to T, and its inverse is

z = g ' (2) = (Q(x), £d(z, Q(x))),
where 9 is the quotient map previously introduced and the positive or negative sign
depends on (Q(x),x) € I' or (z,Q(x)) € T
(4) g~ is m-measurable, i.e., the image of any open set in Q x R through ¢ is m-
measurable.

The first three properties were stated in [CAV14, Proposition 5.4], with the continuity of
g following from its definition, properness of X, and closedness of I'. The last one follows
from the fact that g maps (relatively) closed subsets of Dom(g), which are then analytic, to
analytic subsets of 7', as ¢ is continuous.

The following theorem summarizes the results presented so far and states the main disin-
tegration theorem for RCD spaces [CM17b, Theorem 3.8].

Theorem 2.56. Let (X,d, m) be RCD(K, N) for some k&, N € R with 1 < N < oo, with
m(X) < oo. Let ¢ : X — R be a 1-Lipschitz function. Then, in the notation already
presented, the following disintegration formula holds:

mL7T = / m, dq(q), m,(Q '(q)) =1 for g-a.e. ¢ € Q.
Q
Finally, for g-a.e. ¢ € @ the conditional measure m, is absolutely continuous with respect to

H' L {g(q,t) : t € Dom(g(q,-))} = glq,)«(L").

For proof of the last part of the Theorem, see [CAV14, Theorem 6.6]. The curvature lower
bound can be localized to the needles of the disintegration. For each ¢ € (), denote by X,
the closure of Q7!(q). We have the following theorem from [CM17b].

Theorem 2.57. If (X, d, m) is essentially non-branching and CD(K, N), satisfying m(X) <
00, then for g-a.e. ¢ € @ the space (X,,d, m,) is also CD(K, N), with supp(m,) = X,,.
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Here by abuse of notation d is the restriction of the distance function d on X to X, and
m, is the pushforward of the measure m, on Q7'(¢q) via the inclusion map. In particular,
(X, d, m,) verifies the MCP(K, N) property proposed by [STU06b, OHT07].

Following [CM20, Section 2.3], given K € R and N € (1,00), we say that a nonnegative
Borel function h defined on I C R, where [ is a closed interval, is an MCP(K, N) density if
for all xg, 2, € I and ¢ € [0, 1]:

(2.58) htey + (1 — t)ao) 2> ol n i (lon — z0]) N hlao),

where o y(+) are the distortion coefficients defined in (2.12). It is known that (I, dg, hL")
is MCP (K, N) if and only if h is an MCP(K, N) density.

2.6. Disintegration with respect to the distance to a point. In this subsection we
will take our underlying space to be an RCD(K, N) space (X,d,m) and assume that the
1-Lipschitz function under consideration for the disintegration theorem from the previous
subsection is d,(-) := d(p, -), where p is a fixed point. In addition, we assume that m(X) < oo
for ease of exposition; the assumption is so that we can apply Theorem 2.56 directly as stated
and is not necessary. Indeed, the argument goes through in the m(X) = oo case either by
considering disintegration on large balls or by using [L.I24, Theorem 3.10] (see the discussion
below it).

We will also use the following notation: given a measure space (Y, %, i) and a nonnegative
function f :Y — R that is summable with respect to u, we write 1/ to indicate the measure
which takes

EB&%M@%:LfW.

Sometimes, we will also write fu to indicate yu/.
Since X is a geodesic space, it is easy to see that T, = X (as long as X is not a single
point). Therefore, by (2.53), we have

m(X\ T) =0,

and so in particular Theorem 2.56 gives that

(2.59) mzéwmm

As a reminder, the equality holds in that sense that, for any Borel set B C X, the function
@ > g — my(B) is integrable with respect to q and fQ m,(B)dq(q) = m(B). We note that
technically the collection {m,} in Theorem 2.56 are probability measures on 7, which for
simplicity of exposition we identify with a Borel probability measure on X via pushforward
through the inclusion map. Moreover, we know that, for g-a.e. ¢ € (), m, is absolutely con-
tinuous with respect to g(q,)«(£') and t — g(q, t) is an isometry onto its image. Therefore,
denoting I, := Dom(g(q,-)), for any such ¢ we may find m, : I, — R that is positive and
integrable with respect to the Lebesgue measure £' on I, so that g(g,-).((£')™) = m,.

Given a Borel probability measure @ < m, we have that ; = m* for some nonnegative
Borel density u. We claim the following.

Lemma 2.60. The following holds:
(1) for g-a.e. ¢ € Q, m} is a nonnegative finite Borel measure on X;



28 QIN DENG AND ALESSANDRO PIGATI

(2) for any Borel set B € X, the function q — m{(B) is g-measurable and

- / m*(B)da(q)
Q

(3) if {vg}4eq is another collection of nonnegative finite Borel measures on X so that
e 1, is concentrated on Q!(q) for g-a.e. ¢ € Q,
e (2) holds with {r,} in place of {m{},

then for g-a.e. ¢ € Q we have v, = mg (on all Borel subsets of X).

Proof. 1t is possible to construct a sequence of nonnegative simple functions (i.e., finite
linear combinations of characteristic functions of Borel sets) u; : X — R that is monotone

increasing and converging to u from below. It is clear from the definition of disintegration
(Definition 2.49) that

[ utwramin) = [ ([ i) im,(e)) anto)

and so the bounded monotone convergence theorem gives

[ wwamin = [ ([ ate)dm, (o)) data

where the left-hand side integrates to 1 since pu is a probability measure. This implies that,
for g-a.e. ¢ € @, u is summable with respect to m, and so my is a finite nonnegative Borel
measure, proving the first claim.

The second claim follows similarly by approximation. Fix any Borel set B € X. From
the deﬁnition of disintegration we have that the functions v; : @ — R defined by v;(q) :=
f B u;(x) dm,(x) are g-measurable. We see that this sequence (v;);ey is monotone increasing
and by the bounded monotone convergence theorem converges to v : () — R defined by

= [,u s u(x) dmy(z) for g-a.e. ¢ € Q. This implies that v is g-measurable since all of the
functlons vz are. The equality in claim (2) then follows by applying the bounded monotone
convergence theorem to the sequence (v;);en.

For the third claim, notice that the Borel g-algebra of X is countably generated by some
collection {B;};en. Using the countable additivity of measures, it then suffices to show that,
for any fixed i € N, v,(B;) = my(B;) for g-a.e. ¢ € Q. Given i € N, for any g-measurable
subset R C @ we have that Q7 '(R) N B; is m-measurable. By definition, this means we can
find a Borel set M so that M C Q'(R)N B; and (Q '(R)NB;)\ M C N, where N is Borel
and m(N) = 0. Using the fact that, for g-a.e. ¢ € Q, p is concentrated on Q7'(q), we see
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that
w'(1) = [ (M) daa)
Q

- / m?(M) da(q)
< /R m?(B;) da(q)

< /Q m(M U N) da(q)
=m"“(M UN),

and so the inequalities must be equalities because m*(M) = m*(M U N). A similar compu-
tation holds for v,. In particular, we have

| wi)date) = | () dnta)

In other words, the functions @ > q = m(B;) and Q > q = v,(B;) are Borel functions whose
integrals with respect to q agree on all measurable subsets R of (). This clearly implies that
m¥(B;) = v,(B;) for g-a.e. ¢ € Q) as desired. O

q

Since, for g-a.e. ¢ € @, m, is absolutely continuous with respect to g(gq,-).(L"), we have
that m{ is also absolutely continuous with respect to g(q,-).(£"). Moreover, it is clear that
my = g(q, e ((LY)yMaIma) where u(q, t) := u(g(g,t)) and m, is such that m, = m, L.

We now consider an optimal plan between two probability measures that is concentrated
in I' (see (2.50)). More precisely, we assume that we have a py, s € Po(X) so that the
following holds:

® [y = UM, g 1= U K MY
e 7 € Opt(uy, o) is such that v(I') = 1.

From [GIG12] it is known that, on non-branching CD(K, N) spaces, v is unique and is
induced by a map, i.e., there exists a Borel map 7 : X — X so that v = (Id, 7).(u1). Since
RCD(K, N) spaces were shown to be non-branching in [DEN25], this result applies in our
setting.

Take disintegrations {my*},cq and {m2},cq for p; and py as in Lemma 2.60. We claim
the following.

Lemma 2.61. For g-a.e. ¢ € Q, T,.(m*) = mp2.

Proof. The claim will follow by using the third part of Lemma 2.60 as soon as we check that
{T.(m}*) }4eq is a collection of measures satisfying the conditions of the lemma for ji,. It
is enough to show that, for g-a.e. ¢ € Q, Ti(m}*) is concentrated on Q7 '(q), as the other
conditions are obvious.

By our assumption that v(I') = 1, we have (z,7(z)) € T for yy-a.e. x € X. Moreover,
since m(X \ 7) = 0 and puq, po < m, we have (z,7(z)) € I'N (T x T) for ps-a.e. x € X,
which implies that T(z) € Q7'(Q(z)). As such, there exists a Borel set A C X so that
p(A) =1 and T'(z) € Q 1(Q(x)) for any = € A.
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We have
[ ) data) =) =1 =m0 = [ wi(X) da(o)
q€Q (S

In particular, for g-a.e. ¢ € Q, we must have m21(A) = m(X), i, T(z) € Q'(Q(x))
for myt-a.e. x € X. Since for mj'-a.e. ¥ € X we also have that Q(z) = ¢, we conclude the
proof. O

For ¢ € Q so that my* (X ), my2(X) # 0, let (u1), and (j2), denote the normalizations of

mg? and m;? respectively. We have the following lemma.

Lemma 2.62. For g-a.e. ¢ € Q, either m¥*(X) = 0 = m}2(X) or the optimal transport from
(p1)q to (p2)4 is induced by the map 7'

Before giving a proof of the lemma, we review some basic but necessary tools from the
theory of optimal transport following [AG13]. Let ¢ : X x X — R be the cost function
defined by c(z,y) := d(x,y)?. Recall that given any function v : X — R U {400}, its
c-transform ¢°: X — RU {—o0} is defined by

(2.63) Y¥(@) = inf (c(z,y) — ¥ (y)).

We say that a function ¢ : X — RU {—o0} is c-concave if there exists ¢ : X — R U {—o0}
so that ¢ = ¢°. For a c-concave function ¢, we define its c-superdifferential to be

(2.64) 0°p = {(m,y) EX XX :plx)+¢(y) = c(m,y)}.

It follows easily from the definitions that c-concave functions are upper semi-continuous and
o(x) + ¢°(y) < c(x,y) for any z,y € X. These imply that 0°p is a closed set.

We have the following fundamental theorem from [AG13, Theorem 1.13], formulated in a
slightly different way for our specific case.

Theorem 2.65. (Fundamental theorem of optimal transport). Let u,v € Py(X) and let
v € Adm(u, v). Then ~ is optimal if and only if there exists a c-concave function ¢ so that
max{y,0} € L'(u) and ~(d%) = 1.

Proof of Lemma 2.62. Applying Theorem 2.65 to the optimal plan (Id,7).(u1), we find a
c-concave function ¢ : X — R U {—o0} so that (Id, 7). (1) is concentrated on 0. It now
suffices to show that, for g-a.e. ¢ € @, (Id,T).(m*) is concentrated on 9° to conclude.
Indeed this, combined with Lemma 2.61, would imply that for g-a.e. ¢ € @Q:

e cither my'(X) = m;2(X) =0,
e or my1(X) =my?(X) # 0 and (Id, T).(my1) is concentrated on 0°p, in which case T
induces an optimal plan from (p;), to (p2), by Theorem 2.65.

Since (Id, T"). (1) is concentrated on 0%, we can find a Borel set A C X so that p;(A) =1
and (z,T(r)) € 0° for any = € A. By the definition of {m/*} we have

/ i (A) da(q) = ju(A) = 1 = ju(X) = / i (X) da(q).
qeQ qeQ

In particular, mit(A) = mb1(X) for g-a.e. ¢ € Q, as required. O
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3. MAIN LEMMA

In this section, we prove Lemma 3.2. Roughly, it says that, given a ramified double
cover (X ,p) of a non-orientable RCD(K, 3) space (X, p), if p has a tangent cone that looks
topologically like a cone over RP?, then any optimal dynamical plan between absolutely
continuous measures in X must have zero measure on the geodesics passing through p. By
rescaling if necessary, it suffices to consider only RCD(—2, 3) spaces.

We establish some necessary concepts and notation. Let (X, d) be a complete and separable
geodesic space. For any a,b € R with a < b, we denote by C([a,b], X) and Lip([a, b], X)
the spaces of continuous and Lipschitz curves from [a, b] into X. Recall that Geo(X) is the
space of all constant speed geodesics on X parameterized on [0, 1] (see (2.1)). We metrize
all the spaces above with the sup norm. In addition, if we fix p € X, we denote

Cp(la,b], X) := {’y € C([a,b], X) : v(t) = p for some t € [a,b]}.

The spaces Lip,([a,b], X) and Geo,(X) are defined in the same way. As with Geo(X), we
will denote by e; the evaluation map on these various spaces in the obvious way (see (2.8)).

We recall the following theorem on the tangent cone of non-collapsed RCD(K, N) spaces,
which follows from [DPG18, Theorem 1.2|, [DPG16, Theorem 1.1], and [KET15, Theorem
1.2].

Theorem 3.1. Let (X,d,H") be a non-collapsed RCD(K,n) space and let p € X. Then
any tangent cone at p is of the form (C(Y'), dc(yy, H") where (Y, dy, H" ') is a non-collapsed
RCD(n—2,n—1) space and (C(Y),dc(y), H") is the standard metric cone over Y (equipped
with the Hausdorff measure associated with the metric structure).

We now state our main lemma.

Lemma 3.2. (Main lemma). Let (X,d,H?) be a non-collapsed RCD(—2, 3) space without

boundary and (X' , 87713) be its ramified double cover. Let p € X and suppose that there
is a tangent cone at p = 7(p) of the form (C(Y),dc(yy, H?), where Y is homeomorphic to

RP?. Then, for any ji, i1 € P(X) with fig, i1 < H? and any © € OptGeo(fig, fi1), we have

7(Geoy(X)) = 0.

Remark 3.3. As observed in [BPS24, Remark 9.2], at any given point p, the cross-sections
of the tangent cones at p must either all be homeomorphic to RP? or all be homeomor-
phic to S?. Indeed, it can be checked that the set of all cross-sections of tangent cones
at p is connected in the class of non-collapsed RCD(1,2) spaces with some uniform lower
volume bound (with topology induced by the Gromov-Hausdorff distance); see for instance
[BPS24, Lemma 12.16]. It then follows that all such cross-sections are homeomorphic, us-
ing the characterization that all non-collapsed RCD(1, 2) spaces are 2-dimensional Alexan-
drov spaces with curv > 1 from [1.S23, Theorem 1.1] along with either Perelman’s stability
theorem [PERI1] (see also [KAPO07]) or [PET90] and [BPS24, Proposition 3.5]. That the
cross-sections are homeomorphic to RP? or S? follows from the topological classification of
2-dimensional Alexandrov spaces with curv > 1 and without boundary.

We will prove Lemma 3.2 by contradiction. By Proposition 2.41, we know that p is the
unique lift of p via 7. Assuming that a counterexample U exists, the strategy of our proof is
as follows.
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(1) First, we use ¥ to construct a sequence of pairs of probability measures contained in
B,.(p), where r; — 0, so that
e for each 7, an optimal dynamical plan between the two measures is concentrated
on the set of geodesics that pass through p;
e for each i, the two measures have bounded density when B, (p) is rescaled to
radius 1.

(2) Second, we show that if Bjo(p) is sufficiently close in Gromov-Hausdorff distance
to the ball of radius 10 in a cone over Y2, where Y2 is homeomorphic to RP? and
Alexandrov with curv > 1, then the optimal dynamical plan between two probability
measures with bounded density and concentrated in B;(p) cannot be supported on
the set of geodesics that pass through p. This is done by exploiting our knowledge of
the geometry of metrics on RP? with curv > 1.

The first step is made difficult because we do not have a priori RCD structure on X , S0 it
is difficult to establish density control on (e;).(7) for intermediate times ¢ € (0, 1), which
is what we will use to construct our sequence of measures. Here we will exploit the 1D-
localization of d, and the idea that the optimal transport in question can be thought of as
transporting mass along the needles of the localization.

We proceed with our plan. Suppose that Lemma 3.2 is false. Fix (X,d,H?), p € X,
fio, fin € P(X), and & € OptGeo(jig, fi1) that give a counterexample. We show that we
may construct possibly different fig, i1 € P(X) and & € OptGeo(fig, i) with a few ad-
ditional properties, which still give a counterexample. First, by replacing © with o L
Geoy(X)/0(Geop(X)) and fig, iy correspondingly, we may assume that i is concentrated
on Geoﬁ(f(), ie., ﬁ(Geop(X)) = 1. Next, writing /i; = 1;4> and taking a disintegration of
with respect to fip = @,yH? through the evaluation map e, we have

D= / Dy dfio(x) = / D, tio(z) dH? ().

s X
For a sufficiently large L > 0, the measure

o / 5, min{o(z), L} dH (z)
X

satisfies 7/(Geo(X)) # 0. Replacing v with 7//0'(Geo(X)) (which is an optimal dynamical
plan, since whenever p is an optimal plan and 0 < p’ < p is nonzero then the normalization
of p' is an optimal plan), we may assume that fig = (eg).(7) has bounded density. Repeating
the same procedure for fi;, we may also assume that fi; = (e1).(?) has bounded density.
Finally, there exists R > r > 0 so that U restricted to the set of geodesics that start and
end in A, g(p) := Br(p)/B,(p) has positive measure. Normalizing the restriction of  to this
set and possibly rescaling X around p, we may assume that 7 is concentrated on the set of
geodesics that start and end in A; g(p).

To summarize, this means that we can find fig, i1 € P(X) and an optimal dynamical plan
v from fiy to fi1 so that

A~

o #(Goog(X)) = 1;
e there exists C > 1 so that fig, iy are concentrated in A ¢, (p) := Be, (D) \ Bi(D);
o [ip = UyH? and fiy; = 4y H? where g, 4y € L' N L°(X, H?).
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Fix such a counterexample. For each £k € N and any ¢ = 1,..., k, we define
- {7 € Geo(X) : y(t) = p for some ¢ € [(i — 1)/k:,z’/k]}
and choose some i so that ©(G}*) > 1/k. We define
LG
G
Since fig, fi1 are concentrated in A; ¢, (p), we have D(G}.) = 0(Gi) = 0 for sufficiently large k
and so i > 2 in these cases. From now on, we will only consider sufficiently large k£ so that
1 > 2.

Let IT: Geo(X) — C(]0, 1], X') be the map that takes a geodesic «y to the curve wo~. For
each k, define the map Ry, : C([0,1], X) — C([0, 1], X) which takes a curve v : [0,1] — X
to the curve Ry(7y) : [0,1] — X defined by Ry (v)(t) := v((ix — 2)t/k), i.e., Rk(7y) is a linear
reparameterization of v on the interval [0, (ix — 2)/k]. Since 0y, is concentrated on Geoy(X)

and p is the unique lift of p, by Lemma 2.37 we see that vy, := (R o I1),(7%) is concentrated
on Geo(X) C C([0,1], X).

Claim 3.5. The measure v} is an optimal dynamical plan in X.

Proof. We prove the claim by showing that if n € P(X x X) is an optimal plan between
(€0)«(vx) and (eq).(vx) so that

Axﬁwwmww</ &z, y) d((eo, 1), () (. ).

XxX

then we can lift  to an admissible pairing in X x X and use it to construct a plan between
(€0)«(7%) and (eq).(P) with strictly lower cost than (eq, e1).(2) for a contradiction. Assume
that such an n exists. We first note that

AXﬁ@wMWMMM@wzéXﬂWWWMMm%mMMM@w
—éXymww%%ﬂmwmww

= sz((‘fO)*(ﬁk)y (e(z‘k—Q)/k;)*(ﬁk)),
where the second equality comes from Lemma 2.37. Therefore, we have

(3.6) /XXX d*(z, y) dn(z, y) < W3((eo)« (D), (€278 )« (P))-

The process of taking a lift of n is clear but somewhat technical. We first lift n to a
probability measure 7 € P(X x X). Since 7 : X — X is continuous and (m),(n) =
m.((€0)«(Px)), it is standard to construct, using disintegration, a probability measure 7 €
P(X x X) so that (m,1d),(7) = n and (m).(7) = (eo)«(P%), where m; is the projection onto
the i-th factor.

Next we lift 7 to a probability measure in P(X x X). For a set A we denote by P(A) the
power set of A. Let F: X x X — P(X x X ) be the set-valued function defined by

Flz,y) ={(z,2) e X x X : zen Y(y) and d(z, 2) = d(x(z),y)}.
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By Remark 2.36 (1)—(2), F'(z,y) is non-empty and contains at most two elements for any
(x,y) € X x X. Let #Z be the Borel g-algebra on X x X. Then F is clearly Z-weakly
measurable in the sense that, for any open U C X x X, the set

{(z,y) € X x X : F(z,y) NU # 0} € B,

since in fact it is o-compact (as F' has closed graph). By Kuratowski and Ryll-Nardzewski’s
measurable selection theorem, we can take a section G : X x X — X x X of F (ie.,
G(z,y) € F(x,y) for any (z,y) € X x X) that is Borel. Defining 7y := G, (7}), the following
are easy consequences of the construction:

b (71',71')*(771) = (W71d>*(ﬁ) =15

e we have

| @epdi) = [ @) mw) i)
:/X Sy dn(z.y)

< W5 ((e0)«(21), (eip—2)/k)+(Pk)),
where the first equality comes from the definition of G and the last inequality comes

from (3.6);
o (m)«(M) = (m1):(71) = (€0)«(7%) and so 7T*((W) (7)) = (e0)«(va);
® (m2).(71) is not necessarily the same as (e, —2)/x)«(%), but their pushforwards via 7

are the same and both equal (eq).().

We now claim that the L?*-Wasserstein distance from (m2).(71) to (e1)«(P%) is no greater
than the L*-Wasserstein distance from (eg,—2)/x)«(2%) to (e1)«(2%). Indeed, by assumption

A = (e(i—2)k: €1)x(0) € P(X x X) gives an optimal plan from (e, —2)/x)+ (%) to (e1).(P)
that is concentrated on the set
B :={(x,y) € X x X : there exists a geodesic from x to y passing through p}.

Define 7, := (m,1d),(7) € P(X x X). The first marginal is (m),(7%,) = (e1)«(%). As before,
since m,((m2)+ (1)) = (e1)+ (1) as well, we may lift 77, to a probability measure 7, € P(X x X)
so that (m,Id).(72) = 7 and (m1)«(72) = (m2)« (). It is straightforward to check that 7 is
also concentrated on B. We claim that

/X ) dinfa.y) - /X &) diglo.),
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Indeed, every (z,y) in B has the property that d(z,y) = d(x(z),p) + d(p, 7(y)) by Remark
2.36 (2) and so

| @ndiey) = [ (dat
XxX XxX

(( ) )+d(p,7r(y)))2dﬁz($,y)
| (8 + dpr)) digta.n
| (dx(a).) +

d(n(x).p) + d(p.7(0))) diy(z.)

X

2

2/ d(z,y) dify(z,y),
XxX

where the second equality comes from the definition of G, as required. To summarize, we
have shown that

Wa((e0)«(Pr), (m2)« (1)) < Wal(eo)«(Pk), (€(i,—2)/m)«(Pr))
and

Wa((m2)w (1), (e1)«(2x)) < Wal(eqi,—2)/0)«(Pr), (€1)«(P1)),

which is a contradiction to the assumption that 7y is an optimal dynamical plan. Therefore,
Claim 3.5 holds. dJ

Next, we would like to show that (e1).(vx) = me((€@,—2)/k)«(Px)) has uniformly bounded
density (in k) once the ball By /i (p) is rescaled to radius 1. We outline our strategy: first, note
that (eg).(vx) has a density upper bound which scales like k. Now, since v, can be extended
a little further as an optimal dynamical plan on X (by taking the reparameterization map
Ry, to in the definition of v to the interval [0, (ix — 3/2)/k] instead of [0, (ix — 2)/k]), we
can use [CM17a, Theorem 1.1] to put a density upper bound on (e;).() which would scale
like £® times the original density upper bound on (eg).(vx). In all we would obtain a density
upper bound which scales like k*.

The rescaling would only give a factor of k73, so this strategy would not give us a uniform
bound on the density. What we will do instead is use 1D-localization with respect to d,
and the fact that 7, extends well past p to show that the transport of the masses along the
needles by v, cannot bring two points on the same needle that are far away from each other
too close around p. The intuition behind this is that if one has an optimal dynamical plan on
R for quadratic cost and two parts of the initial mass are far apart, then they cannot get too
close together in the middle of the optimal transport. This allows us to get some quantitative
control on the transport along the needles and shows in particular that the transport does
not “squish” the distance too much in the direction of the needles, which saves us one factor
of k for the upper bound on density.

We begin with the following lemma.

Lemma 3.7. For any y1,7% € supp(2%), if d(11(0),p) > d(32(0),p) then d(p, (1)) <

Proof. Since for every v € supp(¥) we have ((0),7(1)) € supp((eo,e1)(7x)), it suffices
to show that for any (z1,y1) and (s, y2) in supp((eo, €1)+(23)), if d(z1,p) > d(z2,p), then
t d?

d(p,y1) < d(p,y2). Assuming this fails, let us show that supp((eo, €1)(2%)) is not d2-cyclically
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monotone, which is a contradiction to the fundamental theorem of optimal transport [AG13,
Theorem 1.13]. Indeed, we have

(@(1,5) — A §)) @, y1) — A1) > 0,
from which we get

d(x1,9)d(p, y2) + d(wa, )A(P, 1) < d(w1, p)d(D, v1) + d (2, H)A(P, y2)-
We deduce that
(1,2) + d* (w2, 1)
(21,9) + d(B,y2))” + (d(x2, ) + d(B,11))°
< (d(@1,p) +d(p,31))* + (d(x2.9) + d (B, 2))?
= d*(z1, 1) + d* (22, 1),

as required; note that every (z,y) € supp((eo,e1)«(7)) necessarily has the property that
d(z,y) =d(x,p) +d(p,y) by our assumption on . O

82
< (d

Therefore, for any 71,72 € supp(2), if d(71(0), p) > d(72(0), ), then
=2\ 4 iR — 2
d(7(*=)-p) = dn(0).) = “—=d(3(0). (1)

i — 2

(31(0),5) — %= (d(3(0), ) + d(5, (1))
A0 (0),9) ~ "2 (A0 (0), ) ~ 8(12(0),5)) + d(2(0),25(1) )
d(n("2)5) + (1= 22) (36n(0).5) — 30000,

where we used the previous lemma in the first inequality. By our initial assumptions, 7 is
an optimal dynamical plan from /iy and ji; which are both concentrated in the open annulus
A ¢, (p). Therefore, for every v € supp(y), we have

vV
o>

i — 2 _ 8(7(0)77(%;2)) < a( (0),p) < Co <1
k d((0),7(1))  ~ d(%(0),p) +d(p,¥(1)) Co+l
Putting everything together and setting ¢y := 1/(Cy + 1), we have proved the following

lemma.

Lemma 3.8. For any 71,7, € supp(#s), if d(71(0), ) > d(72(0), p) then
d(n ((ix = 2)/k), 5) = d(ra((ix = 2)/K), 5) > co(d(3(0), 5) — d(32(0), 5)).

Now recall that by definition vy = (R, o I1).(2). Since Ry o II is continuous, supp(y) is
closed, and Geo(X) is Polish, (R oIl)(supp(i)) € Geo(X) is analytic and hence measurable
with respect to the completion of v4. This implies that we can find a Borel set S C Geo(X)
so that S C (Ry o IT)(supp(#%)) and v4(S) = 1. For each 71,7 € S, Lemma 3.8 and Lemma
2.37 imply that if d(71(0), p) > d(12(0), p) then

d(1(1),p) = d(12(1)),p) > co(d(11(0),p) — d(12(0).p) ).
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Define now the analytic set (eg,e1)(S) C X X X Arguing as above we can find some Borel
set S” C (e, e1)(S) so that (eo,el) (vp)(S') =

Let k= (eo)«(vx) and pf := (e1).(vz). We see that uf < H? and if uf is such that pk =
ufH? then ||uf| . ) S 2k || oo (. 33y; this follows from the fact that m.(H%) = 2H%

and the definition of 7 (see (3.4)). Furthermore, it can be checked that u} is absolutely
continuous with respect to H3. Indeed, if we define R} : C([0,1],X) — C([0,1],X) by
Ri.(7)(t) := v((ix, — 3/2)t/k) and consider v, := (R} o II).(#), arguing as in Claim 3.5 we
can check that v} is an optimal dynamical plan in X. Since uf = (e).(v}) has bounded
density and puf = (e(ik,g)/(ik,g/Q))*(u{C), [CM17a, Theorem 1.1] gives that u} is absolutely
continuous With respect to H3 (with an explicit L= (X, H?) density bound of the order k%),
We write pf = u¥H? in the sequel.

The optimal plan (eq, e1).(vx) is induced by some map T} : X — X by [CM17a, Theorem
1.1] (see also [GIG12] and [DEN25]). As such, we can find a Borel set S” C X so that
pt(S”) = 1 and (Id, T})(S”) € S’. The latter implies that, for any z,y € S”, if d(z,p) >
d(y,p) then

(3.9) d(Ti(w),p) — d(Tx(y),p) > co(d(w,p) — d(y.p) ).

Using m to denote H% for notational simplicity, we now apply Theorem 2.56 (see also
(2.59)) to disintegrate m into {m,},cq with respect to the 1-Lipschitz function d,. We then
apply Lemma 2.60 to pf and u} to write

'LLO 'LLl
%zfmww>wdﬁz/mww»
q q

Consider now @)y, the set of all ¢ € @) so that the following holds:

(1) m, is concentrated on Q'(¢) and is absolutely continuous with respect to g(q, -).(L£'),
where ¢ is the ray map introduced in Proposition 2.55;

(2) (X,,dx,, my) verifies the MCP(—2, 3) property with supp(mq) X, where X is the
closure of 07'(¢) and dy, is the restrlctlon of d to X;

(3) mgg and mglf (X) are finite Borel measures which are absolutely continuous with
k k
respect to mg, with (Tg).(mg®) = my'; o o
(4) mg® (X) = my' (X) # 0 and, letting (), := my°/mg" (X) and (1), := my’ /mg" (X),
we have that the optimal transport from (uf), to (uf), is induced by the map Tj
and, for (uf), x (uf),-a.e. (z,y), we have

d(Ty(x). ) — d(Tu(y), p) > co(d(w,p) — d(y, D))
By Theorems 2.56, 2.57, Lemmas 2.61, 2.62, and (3.9) we see that, outside of the set of

¢ € Q so that m.0 (X) = mit (X) =0, Qo has full measure.

It is clear from the non-branching property of RCD(K, N) spaces and Proposition 2.55
that p € X, and there exists an isometry g, : (X,,d,) = (I, dr), where I, is either a closed
interval [0, a] or [0, 00) and p = g,(0). Indeed, g, may be taken to be g,(t) = g(gq,d(q,p) — 1),
where ¢ is the ray map, completed by continuity on endpoints.

Letting ¢ € Qq, by the first property of () we have that (g;l)*(mq) = m,L! for some
m, € L*(I,). By the second property, (I,,dg, m,L") satisfies the MCP(—2, 3) condition and
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so m, must be an MCP(—2, 3) density (see (2.58) and the discussion following it). By the

k k
third and fourth properties, we may write (g,').(mg*) = (uf o gg)moL' and (g, !).(mg") =
(uf o g,)m,L", and, defining T} : I, — I, by

TI(E) = {gfq%Tk(gq(t))) 10) € X,

we have
(T,g)*((u’g © gq)mqﬁl) = (uf o gq)mqﬁl'
Let C1 := ||do|| poo(x sy As mentioned previously, we have Hu’g||Loo(Xm) < 2kCy. By

Theorem 2.56 this implies that, for g-a.e. ¢ € Q, ||ul o quLOO(I £ < 2kC. By our initial
q,MMq

assumption that o is concentrated in Ay ¢, (p) (as fio is concentrated in A; ¢, (p)) and our
construction, we see that for g-a.e. ¢ € Qq, for (uf o g,)m,L'-a.e. t € I,, we have

t e [1,00] N [q and Tlg(t) S [2/k', C(]] N [q
(as the speed of any v € supp(2x) is at least 2 and thus d(v((ix — 2)/k),p) > 2/k). Using
the fact that m, is an MCP(—2, 3) density, we see that for any such ¢ it holds

my(Ti (1) 2
W > (Co) /K"

By property (4) of Qo, we can find a set I{ of full (uf o g,)me L' measure so that, for any
ti,to € Iy, if t > t; then
qu(t2> — Tg(tl) > Co(tg — tl)
Therefore, we have
1
(TH(L'LI)) < —L'L,.
Co
Putting everything together, we have that
S (2]{301)(]{32/0/)(1/60) == C(Oo, 01)k3.

||ul1C © quLOO(Iq,(u’fogq)mqﬁl)

The same bound holds for Hu’f 0 gy since, in general, for any nonnegative f €

HLOO(Iq,mqﬁl)
LY(Y,m), we have || f|| oo (y.m) = I1f1| Loy oy By Theorem 2.56, we immediately obtain that

(3.10) || , < C(Co, CVR,

as desired.

By the assumptions of Lemma 3.2 and Remark 3.3, there exists an increasing sequence
of natural numbers k; — oo so that (X, k;d, H?, p) = (C(Y),dcvy, H?, ocy)) in the pmGH
sense, where each H? is understood to be the 3-dimensional Hausdorff measure corresponding
to the associated metric, (Y, dy) is a 2-dimensional Alexandrov space homeomorphic to RP?,
dc(y) is the standard cone metric on C'(Y') induced from dy, and o¢(yy is the cone tip.

For notational clarity we will from now on denote (X;,d;, H3,p;) := (X, ki, H3,p) and
T (Xidiy H3, i) — (X5, di, M3, p;) their respective ramified double covers with involutions
I';, We claim that if Lemma 3.2 is false, then we can find R,C' > 0 so that the following
claim holds.

HLOO(X,m

Claim 3.11. For each i, there exist /10, il € P(X;) so that the following holds:
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(1) i, i} are supported in A r(p;);
(2) 42, il are absolutely continuous with respect to H? and their densities @

, <G

0

79

u) satisfy

1
U;

<0
U;

‘LOO(X’,-,?—@) ) ‘LOO(XZ-,?-@

(3) there exists ; € OptGeo(ii?, fi}) so that #; is concentrated on Geoy, (X;).

To show the claim one may simply take [ := (€(ix, ~2)/k:)«(Pk;) from the previous part.
The bound obtained in (3.10) gives a uniform L> bound for the density of (7;).(f)), which,
when combined with Remark 2.36 (3), gives a uniform L* bound for the density of ! as
well. Similarly, one may take fi} = (€(ix, +1)/k: )« (Pr;). A symmetric analysis starting at fi; as
in the previous part gives the required uniform L density bound for /..

Here we collect a few facts about 2-dimensional Alexandrov spaces with curv > 1 and
homeomorphic to RP?. These will be useful for the next stage of our argument.

Remark 3.12. Let (Y, dy) be such a space.

(1) Defining diam(Y’) := sup, ,cy dy(z,y), we have diam(Y’) < 7/2. This follows from
the diameter sphere theorem for Alexandrov spaces [PER91, Theorem 4.5] (see also
[GP93]), which in the 2-dimensional case says that any Alexandrov space with curv >
1 and diam > 7/2 is homeomorphic to the 2-dimensional sphere.

(2) There exists a 2-dimensional Alexandrov space (V,d;) with curv > 1 and homeo-
morphic to S?, equipped with a free involutive isometry I : Y = )A/, so that

(Y/<F>7df//<r)) = (Y, dy).

This follows from the globalization theorem for Alexandrov spaces [BGP92].

(3) If x,y € Y are so that dy(z,y) = m, then I'(z) = y. Indeed, from the maximal
diameter theorem for Alexandrov spaces with curv > 1 it holds that, since dy-(z,y) =
7 is maximal, Y is a spherical suspension over a circle with diameter at most 2,
with 2 and y as the tips of the suspension. If I'(z) # y then we have two distinct
pairs of points of ¥ whose distance is maximal, namely (z,y) and (I'(z), T'(y)). This
is only possible if Yisa spherical suspension over a circle of diameter 27 and so Y is
the standard sphere, but the only non-trivial free involutive isometry on the sphere
is the standard one.

We now show that Claim 3.11 leads to a contradiction. Let II; := (eq, e1).(#;) be the
optimal pairing between /1Y and ji} associated with ;. We denote by u?, u!, and II; the
probability measures (), (29), (7). (il), and (m;, 7;).(II;) respectively.

Let (Z,dz,{t:}) be a realization (see Definition 2.2) for the pmGH convergence of spaces
(X;,di, H?, pi) = (C(Y),deyy, H?, 0c(vy). It follows that (X; x X;,d; x d;, HS, (ps, pi)) also
converges to (C(Y) x C(Y),dcwy) X depys HS, (0cvy, 0c(yy)) in the pmGH sense and (Z x
Z,dz x dz,{(t;,1;)}) can be taken as a realization of the convergence. As such, up to
a subsequence, we may take a weak limit of the sequences (1?);, (u}); and (II;); in the
sense of Lemma 2.4 with respect to these realizations. Denote by %, ul € P(C(Y)) and
I, € P(C(Y) x C(Y)) these limits respectively. It is not difficult to check the following
from the very definition of pmGH convergence and property (1) of Claim 3.11:

o (Pr).(Il.) = p2, and (Pra).(Il) = pl,, where Pr; : C(Y) x C(Y) — C(Y) is the
projection onto the j-th factor for j =1, 2;
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o u2 and pl are supported in Ay g(oc(yy).

Property (2) of Claim 3.11 and property (3) of Remark 2.36 gives that u) and p} are
absolutely continuous with respect to 'H%Q and the L*°-norms of their densities are bounded
by 2C. Therefore, u2 and pl, are also absolutely continuous with respect to ’H:é(y) with
their densities bounded by 2C' due to Lemma 2.5

Let (Y dy,T') be as in Remark 3.12 (2 ) and let 7rY Y — Y be the associated projection

map. This induces a projection map WC((Y)) . C(Y) — C(Y). In order to avoid confusion in

the sequel, let us stress that C(Y ) will be used as an auxiliary space and that we will not
claim at any point in the following argument that C'(Y) is a limit of X; (cf. Remark 2.42),
even if this fact will hold a posteriori.

Let € < e(n = 3) be sufficiently small and consider A. := A.(C(Y)); notice that, as long as
we set ¢ sufficiently small, ocyy ¢ A.. Since pl., pl. are absolutely continuous with respect
to Hg(y) and H3(C(Y) \ A.) = 0, we see that p, p° are concentrated on A, and Il is
concentrated on A, x A..

Let WC(Y) : C(Y) \ {oc(vy} = Y be the standard projection map. We have the following
claim.

Claim 3.13. Il is concentrated on the set
{(rnz1) € A x A+ 10 (@0) = 7 (@)}

Remark 3.14. Before giving the full proof, let us illustrate the idea in the simpler case
where C(Y) \ {ocv)} = A-(C(Y)). If in this case the above claim is not true, then we
can find (zg,z1) € supp(Ils) so that Wg(y)(xo) + Wg(y) (x1). Choose a lift &y of zo and
then consider two geodesics from #y to the two lifts of z1. Since Wg(y) (xo) # nﬁm (1),
by Remark 3.12 (3), we see that neither of these geodesics passes through oy (see, e.g.,
[BBIO1, Definition 3.6.12] for the formula of diy). By projecting these two geodesics and
concatenating, we arrive at an orientation-reversing curve in C(Y) \ {ocv)} = A-(C(Y)).
Moreover, this loop can be broken into two curves from zy to x; both of Whose length is
strictly shorter than degyy(2o, 0c(v)) + dewy(0cyy, 21).

It can then be shown that this loop can be approximated by orientation-reversing loops
in As5(X;) C X, for large ¢ (where 0 can be made arbitrarily small by choosing ¢ small). We
can find a sequence (&, 2¢) € supp(Il;) so that (m; (i), m;(d1)) converges to (o, 21) in the
pmGH convergence. It is then not difficult to use the orientation-reversing loop in X; to
construct a curve from Zj to #} whose length is strictly shorter than d;(z},p;) + di(p;, x})
for large i, which contradicts our assumption on supp(f[i). The proof in the general case
follows essentially the same idea, but makes technical adjustments to make sure that the
constructed curves stay in a sufficiently regular part of C'(Y') (so that it makes sense to talk
about orientation-reversing curves).

Proof. 1t suffices to show that, for any (zg, 21) € supp(lle)N(Acx AL), 7 )(xo) = wﬁ(y) (x1).
Suppose for the sake of contradiction that this is not true. Denoting 80 = wg(y) (x0) and
0, = wg(y)(xl), we have that 6y # 6,. Choose 7| € (ng)))_l(azl) and let &y and Z{ be

the distinct points in (ng;) Yxp). Let 7TA(Y) L C(Y)\ {ociyt — Y be the standard
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projection map and let 6y, 8}, 6, be Wg(?) (io),wg(?) (i‘{)),wg(y) (Z1) respectively. It is clear
that 7Y (6y) = 7@?(@6) = 6 and 77 (6;) = ;. Now, since 6 # 6, we have that T'(6;) # 6o, 0.
By Remark 3.12 (3), this implies dy- (6o, 61),dy-(6f,61) < m. Therefore, by the formula of
dogyy in terms of dy (see, e.g., [BBIO1, Definition 3.6.12]), we have

dC(Y) ('/“%07 i‘l) < d (330, OC( ) + dC(Y) (OC(Y), i‘l),
do (25, 21) < de (x()? Oc(v) ) + dc(ff)(oc(ff), ).
Recall the following lemma from [BBP24, Lemma 2.2].

Lemma 3.16. Let (X, d, H") be a non-collapsed RCD(—(n—1),n) space with no boundary.
Let C' C X be closed with H"}(C') = 0. Then, for every z € X \ C, the following holds.
For H"-a.e. y € X \ C, there exists a geodesic v : [0,1] — X connecting x to y with
7([0,1]) € X\ C.

(3.15)

Define A, = (ng;; ) (AL). Since C(Y) \ A. has Hausdorff dimension at most n — 2,
C(Y)\ A, does as well. Applying Lemma 3.16 with C' := C(Y)\ A, we see that for any ball
Bs(21) we can find 2 € Bs(21) so that there exist geodesics from 2 to 1, o, Zf, respectively
that only pass through A.. Let 4 : [0,1] — C(Y) (resp. 4 : [0,1] — C(Y)) be the constant
speed reparameterization of the curve obtained by concatenating the above geodesics from
Zo (resp. () to 2z and then from 2 to #;. Denoting by ¢(-) the length of a rectifiable curve,

~

by construction we have 0 < £(§) — d¢yy (2o, 21), €(3) — do (25, £1) < 26. Therefore, by
(3.15), we have that

U() < den(Zo, 00(7)) + don (00 (), 21) = dow) (2o, 0c(v)) + de) 0oy, T1),
E( )<d (%aoc )+d ( Oc(yy, & )_dC' (IO’OC )+dC(Y( C(Y)» .%‘1),

provided that we chose 0 sufficiently small.
Define the curve v : [0,2] - C(Y) b

C(Y) (4 .
_ JTcw) (3(1)) if t € [0, 1],
(3.18) y(t) : {ng))(ﬁ’@ o rena

(3.17)

Since 7TC(( )) is a local isometry away from Oc(y), We see that ~ is a Lipschitz curve, and

C(Ylo) = L), £(v|p,g) = £(7'). Moreover, C(Y)\ {oc(y} 1s the orientable double cover of
C(Y)\ {oc)} as topological manifolds, so + is an orientation-reversing loop (see Definition
2.30) in C(Y') \ {oc(vy} and hence in A.(C'(Y)) as well.

From Proof II of [BBP24, Theorem 4.1], one can construct loops v; : [0,2] — Ao (X)),
where ¢ can be made arbitrarily small by choosing ¢ sufficiently small, which are non-
orientable for large ¢ and uniformly converge to v under the pmGH convergence realized by
Z. More precisely, the loops are constructed for each i by approximating v(k/2¢) for each
k =0,...,2" by points zF € X; under the pmGH convergence and connecting consecutive
points by geodesics. Since v is Lipschitz, v; converges to v uniformly in Z. It is evident in
the proof of [BBP24, Theorem 4.1] that uniform convergence of ; to 7 is all that is needed.
In particular, approximating exactly 2¢ points is not important and the proof would also
work by approximating y(k/m;) for k =0, ..., m; by points in X; for any sequence m; — co.
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Therefore, by choosing m; — oo slowly enough, it is possible to construct 7; so that £(v;|[.1])
(resp. £(vil,21)) converges to £(7[jo,1)) (vesp. £(7]1 ).

Define xj := 7;(0) = v;(2) and 2 := 7;(1). By the uniform convergence of v;, we have
that 2, — zo = 7(0) and z} — 21 = (1) under the pmGH convergence realized by Z.

Let § > 0 to be fixed later. Since (x,z1) € supp(Ily), for any i sufficiently large there
exists some (), y}) € B(s(l’o) X B(;(xl) so that (y5,y) € supp(Il;). By property (3) of Claim
3.11, it holds that for any ¢} € (m;)~!(yt) we can choose ¢ € (m;) "' (yg) so that

(3.19) di (0, 91) = di(@, Pi) + di(pi, 1) = dilyo, pi) + dilpi, y1)-
Fix some 2} € (m;)~!(z}). Consider the curves v},~? : [0,1] — X; defined by 7} (t) := ~(¢)
and v2(t) := v;(2 — t). Since v;([0,2]) € A.(X;) and the restriction of m; to (m;) (A (X5))
is a local isometry (see Theorem 2.34), there are unique lifts 41,42 : [0,1] — X; of 7}, 42 so
that 41(1),42(1) = &% and, moreover, £(v}) = £(¥}), (7?) = €(4?). Since ~; is orientation-
reversing, we see that v}(0),v(0) must be the two distinct lifts of xd

By Remark 2.36 (2), since d;(2%,y!) < 4, there must be some §i € (m;)~'(yi) so that

d;(2%,9%) < 6. As mentioned previously, we can choose some i, € (7 ) L(y) so that (3.19)
holds. Finally, by Remark 2.36 (2), we can choose (at least) one of 4;}(0),42(0), which we

denote &, so that d;(2,9) < 0. By (3.19), we have that
di (g, pi) +di(puxi) = di(#, pi) + iy, 7)
(06, i) + di(Bi, 9}) + 26
i(Yo, 91) + 20
< di(@h,2%) + 46
< max{€(y;), £(37)} + 49.
On the other hand, as i — oo we have that max{/(7}),¢(7?)} — max{((%),(¥)} and

d; (z}, pi) +di(pi, %) — deopy (o, ocyy) +dey(0c(vy, 21). Therefore, we have a contradiction
with (3.17) when § is sufficiently small and i is sufficiently large. O

By Claim 3.13 and the fact that (Pry).(Il) = pl < H3, we see that we can find
(20, 1), (20, 21) € supp(Ily) so that
(1) @, x1, 20,21 € A(C(Y)) with 7T$(Y) (x) = Wg(y)(l‘l) and WS(Y)(ZO) = Wg(y)(zl);
(2) w1y (o) # w1y ™ (20);
(3) dey(wo, 0c(vy) = deyy (20, 0c(v))-
Let (2}, &), (25, 21) € supp(Il;) so that m;(ah), m(&1), m(2), m(2%) converge to zo, 1, 20, 21
respectively under the pmGH convergence. Due to conditions (1) and (2) above, we can

apply exactly the arguments of the previous proof to the pairs (z¢,z1) and (zg,x1). The
conclusion of the argument is that, for sufficiently large i, we have

o di(&h, 21) < di(&h.5) + i, 2}) — 26 = di(mi(&}), pi) + di(pi, mi(£1)) — 26,
o di(2h, @) < dilZ,0) + di(B, #5) — 26 = di(mi(2), pi) + di(py, (1)) — 20,

I
Q_> Q_>
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for some 0 independent of 7. Using condition (3)7 these can be rewritten as
dz‘(ZOa%) < dz‘(%apz‘) + dz‘(ﬁz’»f‘l) —0=d; (%,56’1) 0
for i large enough, where we used the assumption that all geodesics in the support of ; pass

through p;. Hence, the d2-cyclical monotonicity is violated for the pairs (2, 2%), (31, 2¢). In
all, we have shown that Claim 3.11 is false, which means that Lemma 3.2 must be true.

4. ORBIFOLD STRUCTURE

The main achievement of [BPS24]| was showing that a non-collapsed RCD(K, 3) space X
without boundary is a topological manifold if and only if no point x € X admits a tangent
cone whose cross-section is homeomorphic to RP?, see [BPS24, Theorem 1.8]. In fact, the
proof is entirely local, and gives the following.

Theorem 4.1. Let (X,d, H?) be a non-collapsed RCD(K, 3) space without boundary and
U C X an open set such that, for each x € U, the cross-sections of all tangent cones at x
are homeomorphic to S?. Then U is a topological manifold.

Recall that, by Remark 3.3, at each x either all tangent cones have cross-section homeo-
morphic to S? or all of them have cross-section homeomorphic to RP?. Before detailing the
simple adaptation required in the local version, let us recall some properties of Green balls
B,(p), an object which played a fundamental role in [BPS24]. To lighten notation, we will
often write B, (p) and B,(p) for the closures of B,(p) and B,(p), respectively.

Proposition 4.2. Given a non-collapsed RCD(—2, 3) space (X?3,d, H3, p) with H3(B1(p)) >
v > 0, there exist dy(v) € (0,1), C(v) > 1, a Borel set G, C (0,467) and, for each r € G,, an
open set B, (p) called the Green ball of radius r and center p, with the following properties:
(1) (r,CryNngG, # 0 for all r € (0,035/C);
(2) all values in {0} U G, have density 1 in G, (with respect to the measure £'| (0, 00));
(3) Bs(p) is dp-conical for all s € [dor,7/d0] (see [BPS24, Definition 3.11]);
(1) Boja(p) € By(p) € B (p);
(5) the Green sphere S,(p) := 0B, (p) is a topological surface, homeomorphic to either
S? or RP? (in fact, to the Alexandrov surface ¥ such that B,(p) is dor-GH close to
B,(0) € C(32);
(6) for any s € (0,r/C) and g € S,(p), S;(p) N Bs(q) is 2-connected in S, (p) N Bes(q);
(7) there exists a retraction p : U — S,(p), where U is the (r/C)-neighborhood of the
Green sphere, and moreover

d(z, p(z)) < Cd(z,S,(p)) for all z € U;

(8) if S.(p) is included in the topologically regular part of X, then it is tamely embedded
there; in particular, it admits a neighborhood V and a homeomorphism h : V —
(—1,1) x S,(p) such that

WV NB.(p)) = (=1,0) x S,(p), MV \B.(p)) = (0,1) x S,(p).

In fact, each B, (p) = {b, < r} for a suitable local Green-type distance b, : Ba,(p) — [0, 00)
(see [BPS24, Definition 4.3] and [BPS24, Remark 4.5]), while S, (p) = {b, = r}.
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Proof. The set G, is constructed as in [BPS24, Lemma 9.8], guaranteeing in particular con-
clusions (1)—(3). Properties (4)—(6) are proved in [BPS24, Proposition 9.4]: in particular,
(4) follows from the fact that |b, —d,| < r/4 on Bs,(p), while (5) and (6) are precisely
[BPS24, Proposition 9.4 (vi)] and [BPS24, Proposition 9.4 (v)], respectively. Finally, exactly
the same proof of [BPS24, Lemma 9.10] gives a retraction p : U — S, (p) with

d(p(r),y) < C(v)d(x,y) forallz €U, y €S, (p),

from which the desired bound in (7) follows. Property (8) is checked along the proof of
[BPS24, Proposition 9.21]. O

Remark 4.3. In fact, property (6) implies that S, (p) N Bs(q) is contractible in S, (p) N Bes(q)
(for a possibly larger C'), although we will not need this fact in the sequel. Indeed, we can
triangulate the surface S,(p) N Bs(q) and build a homotopy between the inclusion and the
constant map (given by ¢), defining it inductively on the k-skeleton, for & = 0,1,2, by
exploiting the fact that maps S¥ — S, (p) N B,(q) are nullhomotopic in S,(p) N Bes(q),

Proof of Theorem j.1. Without loss of generality we can assume that X is RCD(—2,3) and
that the assumption on tangent cones holds on a superset V' O U, with

Bio(p) CV, H*(Bi(p)) >v >0

for all p € U. All the steps in the proof of [BPS24, Theorem 1.8] are local (with several
quantitative statements depending only on the non-collapsing lower bound v > 0).

The only additional observation that we need in order to carry out the proof is the fol-
lowing: letting R+ denote the (open) set defined in [BPS24, Definition 9.26], assuming by
contradiction that U € R+, for 7 > 0 we let

vt =P €U\ Rgm+ : B,(p) CU, Bs(p) is dp-conical for all 0 < s < r},

gmT
where the precise notion of d-conicality is given in [BPS24, Definition 3.11]. Each S;’m+ is
closed in U and, trivially,

Sgut = U\ Ry = | Spas-
re(0,1)

Although U may not be a complete metric space with respect to the the metric d, it is a
Polish space (namely, it is complete for another metric inducing the same topology, as it is
an open set in a complete space: see, e.g., [BOGO07, Example 6.1.11]). The same then holds
for Sgm+, as it is closed in U. Thus, we can still apply Baire’s category theorem and find
r € (0,1) such that Spm+ (which is closed in Sgp+) has nonempty interior in Sgy+. This
means that, up to rescaling, we have

Sgm+ N Bio(po) € Sy
for some py € Sgm+. The rest of the proof proceeds as in [BPS24]. U

Definition 4.4. Let P C X be the set of locally non-orientable points of X as in Definition
2.39.

Remark 4.5. Once the orbifold structure of X is proved, the set P a posteriori consists
exactly of the topological singularities (as, removing the cone tip o, we have C'(RP?)\ {o} =
R x RP?, which is non-orientable). We will also see through our arguments in this section
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that P consists exactly of those points whose tangent cone cross-sections are homeomorphic
to RP?. Note that it follows from Proposition 2.41 that all such points are contained in P.

The following lemma characterizes p € P in the case that it is an isolated point.

Lemma 4.6. Let (X,d,H?) be a non-collapsed RCD(—2,3) space without boundary and
assume that p € P. If p is isolated in P, i.e., there exists r > 0 so that B.(p) NP = {p},
then the cross-sections of all tangent cones at p are homeomorphic to RP?.

Proof. Assume that this is not the case. Then the cross-sections of all tangent cones at p
are homeomorphic to S? by Remark 3.3. Moreover, any x € B,(z) NP does not admit a
tangent cone whose cross-section is homeomorphic to RP? either, since any such point is in
P by Proposition 2.41. Therefore, Theorem 4.1 applies and B,.(p) is a topological manifold.
This implies that p is locally orientable, which is a contradiction. 0

We have the following stability theorem for locally non-orientable points in the case where
they are locally finite.

Theorem 4.7. Assume that (X;,d;, H?, p;)ien is a sequence of non-collapsed, non-orientable
RCD(—2,3) spaces without boundary converging to some non-collapsed RCD(—2, 3) space
(X,d,H3,p) in the pmGH sense. Let P; (resp. P) be the set of locally non-orientable points
of X; (resp. X). If for every ¢ € N we have that p; € P; and P; N B;(p;) is locally finite in
Bi(pi), then p € P. In particular, X is non-orientable.

Proof. By [BNS22, Theorem 1.6, the limit space (X,d,H?®) has no boundary as well. It
suffices to prove that B,(p) is non-orientable for any r < 1/10%. Let (X;, d;, H", p;) be the
ramified double cover of X;, with m; and I'; the associated projection and isometric involution
maps respectively. Thanks to Theorem 2.48, we need only to prove that each X; is locally
CD(—2,3) on By19(p;) for each i to conclude.

Fix any i € N. We will show that X; is locally strongly CD®(—2,3) at every point in
Bij2(pi) = m '(Bij2(ps)), where the equality follows from Proposition 2.40 and Remark
2.36. We first consider the lifts of locally orientable points. Let x € By /2(p;) \ P; and choose
any # € 7~'(z). Then I';() # & by Proposition 2.40. Let r := d;(I';(), Z). By Remark 2.36
(2) and the fact that I'(B,,4(%)) has distance at least r/2 from B, 4(Z), we see that 7 is an
isometry from B, 4(%) to B,/4(x). As a consequence, 7 : (B, /4(Z), di, H?) — (Brja(x),d;, H?)
is a metric measure isomorphism. Since B,/s(x) is a subset of an RCD(—2,3) space, we
conclude that X; is locally strongly CD®(—2,3) on B, s(2).

Next, we consider the locally non-orientable points. Let x € B, /g(pi) NP; and let T €
7~1(z) be the unique lift. Since P; is locally finite in Bj(p;), there exists r > 0 so that
B,(x) N P; = {z}. By Lemma 4.6, we have that all tangent cones at = have cross-sections
homeomorphic to RP?. Consider B,j2(2) = n7Y(By2(2)). If § € B,jo(2) and § # z, then
§ € 7 1(y) for some y ¢ P;. Using the same argument as with the first case, we have that
X; is locally strongly CD¢(—2,3) on B,(§) for some s > 0. Applying Lemma 3.2 and the
globalization Theorem 2.17, we conclude that X; is locally strongly CD®(—2,3) on B, /4(z).

~

At this point, we have shown that, for every x € By /2(p;), there exists r > 0 so that X is
locally strongly CD(—2,3) on B,(x). Using a variation of the same globalization theorem,
where in this case one assumes that all points have a neighborhood that is locally CD*(—2, 3)
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(the proof of Theorem 2.17 works under this assumption: cf. [EKS15, Theorem 3.14]), we
conclude that X; is locally strongly CD®(—2,3) on Bj/10(p;) as desired. O

Continuing with our local finiteness assumption on P, we can now prove that the ramified
double cover is an RCD space. At this point, we recall that a metric measure space (X, d, m)
is RCD(K, N) if and only if it is CD(K, N) and infinitesimally Hilbertian. A metric measure
space is said to be infinitesimally Hilbertian according to [GIG15, Definition 4.19] if the
normed Sobolev space (W"*(X), ||, ,) is a Hilbert space, i.e., ||-[|, , satisfies the parallelo-
gram law. Here (W'?(X), |-, ,) is defined as in [AGS14], as a variant of [CHE15] (see, for

instance, [NPS25, Section 2| for a concise summary).

Lemma 4.8. Let (X, d,H?) be a non-collapsed, non-orientable RCD(—2, 3) space without

boundary and let (X .d, H3) be its ramified double cover. If P is locally finite then X is an
orientable non-collapsed RCD(—2, 3) space without boundary and a topological manifold.

Proof. Let 7 : X — X denote the associated projection map. It follows from the proof of
Theorem 4.7 that X is locally strongly CD®(—2,3) at each x € X. Applying the globalization
theorem [EKS15, Theorem 3.14], we see that X satisfies the strong CD(—2, 3) condition. It
is known that strong CD®(—2, 3) spaces are essentially non-branching by [EKS15] (cf. Lemma
2.16). It follows that X satisfies the CD*(—2,3) condition by [EKS15, Theorem 3.12], and
hence the CD(—2, 3) condition by [CM21, Corollary 13.6].

We now show that X is infinitesimally Hilbertian: this would follow easily from what we
have proven so far about the tangent cones (H3-a.e.) of (X,d,H?) and [NPS25, Theorem
1.2] but, since there is no need for the full generality of [NPS25] in our situation, we also

sketch a proof using basic nonsmooth calculus. It suffices to prove the parallelogram law for
any f,g € WH(X), ie.,

1F +glls 2+ 1F = gllio = 20171175 + 209l

As we have shown before, Remark 2.36 and Proposition 2.40 imply that 7 yields a local metric
measure isomorphism 7! (X \ P) — X \ P. Since X is RCD(—2, 3), it follows that, for any
2 € m1(X \ P), the parallelogram law is satisfied for any f,g € W'?(X) supported in some
open neighborhood of z. It follows by a partition of unity argument, using the properties of
the minimal relaxed gradient [AGS14, Section 4.1], that any pair f,g € W1?(X) supported
in X \ P satisfies the parallelogram law. Therefore, to prove the parallelogram law for any
general f,g € Wh?(X), it suffices to show that any f € W'?(X) can be approximated in
W2 by functions supported in X\ P. This is equivalent to asking that P has null 2-capacity.
Since P is locally finite, one can show this directly by using the distance functions to the
points p € P, along with the fact that limsup,_,,+ % < 2 (by Remark 2.36 (2)—(3)
and the fact that X is non-collapsed RCD(—2, 3)).

Next, we show that X has no boundary. Assume otherwise and let 90X denote the bound-
ary. By [BNS22, Theorem 1.2], H2(8X) > 0 if 0X # 0. As before, 7: 7 (X \ P) = X \ P
is a local metric measure isomorphism. Combining this with the assumption that X has no
boundary, we see that X Na~ (X \ P) = 0. As such, we have X C 7~ (P), which is at
most countable, contradicting H2(0X) > 0.

The orientability of X now follows directly from Theorem 2.34 (2) and Proposition 2.28.
The stability of orientability (Theorem 2.32) gives that every tangent cone of (any point in)
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X has cross-section homeomorphic to S?, which by [BPS24, Theorem 1.8] proves that X is
a topological manifold. ([l

We are now in a position to prove our main orbifold structure theorem.

Theorem 4.9. (Orbifold structure theorem). Let (X,d, H?) be a non-collapsed RCD(—2, 3)
space with no boundary. Then X is an orbifold and, denoting P the set of its locally
non-orientable points, we have:

(1) P is locally finite;

(2) X \ P is a topological manifold;

(3) each x € P has a neighborhood homeomorphic to C(RP?).

We begin with the following observation.
Proposition 4.10. Theorem 4.9 follows from the local finiteness of P

Proof. Assume that P is locally finite. By Proposition 2.41 and Lemma 4.6, we have that P
consists precisely of those points whose tangent cones all have cross-sections homeomorphic
to RIP?. It follows that X \ P is a topological manifold by Theorem 4.1. Moreover, X admits a
ramified double cover (X, d, H3) that is a non-collapsed orientable RCD(—2, 3) space without
boundary and a topological manifold thanks to Lemma 4.8. Denote by 7 : X — X the
associated projection map. Since X is orientable, it follows from the stability of orientability
(Theorem 2.32) that every tangent cone of (any point in) X has cross-section homeomorphic
to S2.

Now, fix some z € P and let # € 7~ () be its unique lift, and fix a decreasing sequence
of radii R, — 0 such that Bg,(x) NP = {z} and Bs(z), Bs(Z) are dp-conical for all s €
[C~ 160 Ry, Ry /d0]. Applying [BPS24, Theorem 4.7], we find a good Green-type distance
bi : Br,(z) — [0,00) (see [BPS24, Remark 4.11]). Since 7 is a (two-sheeted) local metric
measure isomorphism on Bpg, (Z) \ {2}, we deduce that the lift

by :=byoT: Bpg, (z) — [0, 00)

still satisfies the conclusions of [BPS24, Theorem 4.7] (recall that 7~ (Bg, (z)) = Bg, (%) by
Remark 2.36 and I'() = 2). By construction of G, (which is built using [BPS24, Theorem
5.4]), we can now take

e € (Rk/C(U), Rk/Q) NG, NG;
such that the conclusions of Proposition 4.2 hold for the Green balls

B, (z) := {by <}, B, () := {bp <71}.
By Proposition 4.2 (5), we know that
S, (v) 2 RP?, S, (2) =S

By [BPS24, Proposition 9.15], B,, (%) is simply connected. Assuming without loss of gener-
ality 7, > 111, a direct application of Van Kampen’s theorem and Proposition 4.2 (8) shows
that

Ak = Em (i.) \ B%H (‘%)
is simply connected as well. It easily follows that

Ak = [0, 1] X SQ.
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Indeed, by capping Ay, off with two copies of B?® (glued according to the homeomorphisms
OB, (Z),0B,, ., (&) = S?), we obtain a simply connected manifold M}, which is homeomorphic
to S? by the solution to the Poincaré conjecture. We can endow M, with a smooth structure
(diffeomorphic to S*) with respect to which the boundary components S}, Sy of A, C My, =
S? are two embedded copies of S2. Thus, Ay is diffeomorphic to S? with two balls removed;
since any smooth embedding B? < S? is isotopic to a spherical cap, the claim follows.
Since Ay covers Ay := B, (z) \ B,,,,(z), we can apply [LIV63, Theorem 1] to obtain that

Ay, 2[0,1] x RP? 22 27771 27+ x RP?,
with OB, (z) corresponding to {27%} x RP* and 9B, ,, (z) corresponding to {27¥~1} x RP?.
(

Pasting together these homeomorphisms, we see that B, (x) is homeomorphic to (the com-
pact version of) the cone over RP?. U

In order to show the local finiteness of P, let us start with two simple observations.

Lemma 4.11. Given 6y > 0, there exists v > 0 with the following property: Let (X,d, H?)
be any non-collapsed RCD(—2, 3) space without boundary such that H3(B,(p)) > 6r3/3
for some ball B,(p) C X with r < 1. Moreover, assume that there exists ¢ € P such that
d(p,q) = r and

P N B, /2(q) is locally finite in B, 5(q).
Then, for any non-collapsed RCD(0,3) space Y = C(X?), where ¥? is a 2-dimensional
Alexandrov space with curv > 1, we must have

dGH(BZT(p)a 827'(0)) > 27”,
where Bs,.(0) C Y is the ball of radius 2r centered at the cone tip of Y.

Proof. Up to rescaling, we can assume » = 1. The lemma then follows immediately by a
compactness argument, using Theorem 4.7 and the fact that P(Y") C {0} for any Y = C(X?),
as $,? is an Alexandrov space and thus a topological surface, and hence Y\ {0} is a topological
manifold.

Recall that, for any point p in a non-collapsed RCD(K, n) space, the density at p is defined
as
O(p) :== H" 1 (X%,),
where X, is the cross-section of a tangent cone at p. It is not difficult to check that 6, is well-

defined (i.e., independent of the choice of cross-section) by the Bishop—Gromov inequality
and [DPG18].

Lemma 4.12. Given 6, > 0, there exists 6 > 0 with the following property. Let (X2, dy2, H?)
be any 2-dimensional Alexandrov space with curv > 1 that is homeomorphic to RP? and let
(Y,dy, H?,0) be the metric measure cone over X2, where o is the cone tip. If H2(3?) > 6,
or equivalently H3(Bj(0)) > 6y/3, then the density 6(q) > 6(0o) + d for any ¢ € Y \ {o}.

Proof. We note that the density is the same along any radial line of the cone away from
{o}. Therefore, if the claim is false then we can find a sequence of cones (Y;,d;,0;) and
points ¢; € Y; with d;(q;,0;) = 1, so that H3(B,(0;)) = 0(0;)r/3 > yr?/3 for all i and
0(q;) < 6(0;) + 0;, with 6; — 0. Up to a subsequence, we could find a limit cone (Y, doo, 0s0)
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and a point ¢, € Y, so that ¢ — ¢ under the pmGH convergence. By lower semi-
continuity of density,

0(¢os) < 0 := lim 0(g;) = lim 0(0;)
1— 00 1—00
(where the limit exists up to a subsequence, as (0;) € [0, 47]), while B,.(0s) has volume
Or3/3 for all r > 0. Hence, Y,, must split a factor R. Its cross-section is then homeomorphic

to S?; by uniform local contractibility of Alexandrov surfaces and [PET90], the cross-section
Y2 of Y; must be homotopically equivalent to S? for i large enough, a contradiction. O

We are now ready to show that P is locally finite, which will immediately imply the
orbifold structure theorem (Theorem 4.9) thanks to Proposition 4.10. Let P’ be the set of
accumulation points of the set P. Since P is closed by definition, we have P’ C P. The local
finiteness of P is clearly equivalent to P’ = ().

Proposition 4.13. Let (X, d,#?) be a non-collapsed RCD(—2, 3) space with no boundary
and let P be its set of locally non-orientable points. Then P is locally finite in X.

Proof. Let U C X be bounded and open. By the lower semi-continuity of density there
exists some 6y > 0 so that 0(x) > 6, for all z € U. Let K € N be the smallest integer such
that 6y + K6 > 4w, where § > 0 is given by Lemma 4.12.

By induction on £ =0,1,..., K, we will show that P has no accumulation points in

U, = {.I' el : 9(55) > Qk}, Qk = 90 + (K — k)5

Clearly, this is enough to show that P is locally finite in X since U = Uk is arbitrary. We
note that Uy is open by the lower semi-continuity of density. The base case is trivial since
Uy = 0, as no point can have density larger than 4.

Assuming now that the claim holds for k, let us prove it for £+1. Assume by contradiction
that

P N Upqr # 0.
We claim that none of the points in P’ N U1 have a tangent cone with cross-section home-
omorphic to RP?. Indeed, if this is not the case then we can find a sequence of distinct
x; € P converging to x € P'NUgs1, a point where (some, and so by Remark 3.3) all tangent
cones have cross-section homeomorphic to RP?. Let p; := d(z;,2) > 0 and consider the
pointed spaces X; obtained by dilating X by a factor p; ' (with reference point z). Up to a
subsequence, these converge in the pmGH sense to a limit cone (C'(X?), dg(s2), H?, 0), where
0 is the cone tip, with ¥? = RP? and (o) = (). Calling #; € X; the point corresponding
to z; € X, we may assume that, up to a subsequence, 7; converges to some Z € C(X?) with
do2)(Z,0) = 1. By Lemma 4.12, we get
Ori1 < 0(x) =0(0) <0(T) —d < li:ginf@(fi) — 0.
Since 0(%;) = 0(x;) we deduce that, for sufficiently large 1,
G(xl) > Opiq + 0 = 0.

In fact, we can repeat the same argument for any sequence of points zj € B,, /2(z;). Since
the corresponding points in the rescaled spaces X; belong to B;/5(Z;), they converge up to
a subsequence to a point &' € By2(Z) C Y \ {o}. We deduce that

Bﬁi/Q(xi) C Uy
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for ¢ large enough. Hence, by inductive assumption, we are in the hypotheses of Lemma
4.11, which then yields a contradiction for ¢ large enough.

Now, taking v > 0 as in Lemma 4.11, recalling the terminology of [BPS24, Definition 3.11]
we say that a ball B,.(x) C X with r € (0,7) is y-conical if

dan (B (), B,(0)) <vr for some non-collapsed RCD(0, 3) cone C(X?),
where as usual B,(0) denotes the ball centered at the tip o € C'(3?). We let
Pl :={x € P : By(x) is v-conical for all s € (0,7)}.

It is clear that P, C X is a closed set (as P’ is closed). Since Ug,; is open in X, it is a Polish
space (i.e., U is homeomorphic to a complete metric space: see [BOGO07, Example 6.1.11]).
Since P’ N Uy is closed in Uy, 1, the topological space P’ N Uy, is itself a Polish space, in
which each P/ N Uy is closed. Since

U (Phei, N Uir) = P N Uiir # 0,

k=1
by Baire’s lemma there exists r € (0,~) such that P, N Uy, has nonempty interior, relative
to P'N Uk+1.

In other words, for this fixed r, there exist p € P’ N Ugy1 and p € (0,7) such that

B,(p) C Ux+1, P'NB,(p) CP..
Since p € P’ C P, there exists ¢ € P with d(p, q) < p/2 such that any tangent cone at ¢ has
cross-section homeomorphic to RP?. Indeed, if this is not possible then B,/2(p) would be a
topological manifold by Theorem 4.1 and so p would be locally orientable.

Now let p € P’ be a closest point to ¢ in P’, so that o := d(p,q) < d(p,q) < p/2. Since q
has tangent cones with cross-sections homeomorphic to RP?, as proved above we have that
q ¢ P’ and so o > 0. Also,

peP NB,(p) CP..
By definition of closest point, we have
BU/2<Q) NP =0;
in other words, P is locally finite in B, /2(q). Since
o< p/2<r/2,
the ball By, (p) is y-conical. However, this contradicts Lemma 4.11. O

As corollaries, we immediately obtain Theorem 4.9 and the following structure and sta-
bility theorems for the ramified double cover.

Theorem 4.14. (Regularity of ramified double cover). Let (X,d,H3) be a non-orientable

RCD(—2,3) space without boundary. Then the ramified double cover (X,d,H?) is an ori-
entable RCD(—2, 3) space without boundary.

Theorem 4.15. (Stability of non-orientability and ramified double cover). Given a sequence
(X, ds, H3, pi)ien of non-orientable RCD(—2, 3) spaces without boundary converging in the
pmGH sense to some RCD(—2, 3) space without boundary (X,d, H3,p), if for some R > 0,
Br(p;) is non-orientable for all i € N, then Bg/(p) is non-orientable for all ' > R. More-

over, denoting (XZ, ai,HS,ﬁi) the ramified double covers of X;, we have that (XZ, ai,H3,ﬁi)
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converges in the pmGH sense to (X’ , a, H3,p), where the latter is the ramified double cover
of X and 7(p) = p (with 7 : X — X being the associated projection map).

The first theorem follows from Lemma 4.8, and the second theorem follows from [BBP24,
Theorem 4.2] and the first.

As another consequence, we have the following classification theorem for non-collapsed
RCD(K, 3) spaces without boundary when K > 0.

Corollary 4.16. Let K > 0 and let (X, d, H?) be a non-collapsed RCD(K, 3) space without
boundary. Then one of the following holds:

(1) X is a spherical 3-manifold, i.e., X is an orientable topological manifold homeomor-
phic to S*/T", where I' < SO(4) is a finite subgroup acting freely by rotations on
S3:

(2) X is the spherical suspension over RP? and thus it is non-orientable.

Proof. From the proof of Theorem 4.9, X admits a ramified double cover X which is an
orientable RCD(K,3) topological manifold. Moreover, since K > 0, both X and X are
compact, with finite fundamental group: indeed, both have RCD(K,3) universal covers
by [MW19] and [WAN24], with the latter being compact for both spaces as K > 0. Let
P ={p1,...,pn} be the set of locally non-orientable points of X and consider a small good
Green ball B; around each p;.

As seen in the proof of Proposition 4.10, we can assume that each B; lifts to a Green ball
B; ¢ X. By Proposition 4.2 (8) and Van Kampen’s theorem, (X \ U, B)) is also finite.
The same then holds for m (X \ U, B;), since 7 : X — X is a covering map on the preimage
of X\ U, B:.

Since dB; = RP? by Proposition 4.2 (5), if N > 1 then X \ |J, B; cannot be orientable;
we can then apply [LIV63, Theorem 2| to deduce that

X\ B =[0,1] x RP,

We deduce that in this case N = 2 and, since B; is homeomorphic to the (compact) cone
over RP?, the claim follows.

If instead N = 0, then X is a topological manifold with finite fundamental group. In this
case, the claim follows from the solution to Thurston’s elliptization conjecture. O

The above classification theorem was proved for closed positively curved 3-dimensional
Alexandrov spaces in [GG15]. We refer to [GN22] for a comprehensive survey of the topol-
ogy of 3-dimensional Alexandrov spaces. A version of the above classification theorem was
also proved in [DGGM18] for RCD(K, 3) spaces which are 3-dimensional Alexandrov spaces
without boundary. The proofs are essentially the same once the previous results of the pa-
per are established, which in the case of [DGGM18]| is made considerably simpler due to
the presence of Alexandrov structure. Indeed, the orbifold structure and local finiteness of
singularities from Theorem 1.1 for such spaces are direct consequences of Perelman’s conical
neighborhood theorem [PER93]. Moreover, it can be checked that the ramified double cover
is an Alexandrov space (see [DGGM18, Proposition 2.4|) following the methods of [GW14],
which gives Lemma 3.2 immediately.
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5. TOPOLOGICAL STABILITY

Let P be the set of locally non-orientable points as before. Note that by the results of
the previous section P is equal to set of points whose tangents cones have cross sections
homeomorphic to RP?. We start with the following lemma, which says that P is uniformly
separated depending only on the non-collapsing constant.

Lemma 5.1. Given v > 0, there exists p(v) > 0 such that the following holds. If (X, d, H?, p)
is a non-collapsed RCD(—2, 3) space without boundary with #3(B;(p)) > v and p € P, then

PN B,(p) = {p}

Proof. Taking ¢, C' as in Proposition 4.2 and 7, A as in Lemma 5.2 below (for the chosen &),
let p(v) > 0 such that, for some o € (2Cp, 62/C), we have s < §; and the ball By,(p) C X
is d;-conical for all s € [C'8y0,0/80]. In particular, both By(p) and By(p) are dyp-conical
for these s. By [BPS24, Theorem 4.7], there exists a good Green-type distance b : B,(p) —
[0, 00) (see [BPS24, Remark 4.11]). As in the proof of Proposition 4.10, b := bo 7 is also a
good Green-type distance on B, (p).

By construction of G; (which is built using [BPS24, Theorem 5.4]), we can now take

re(0/C,0)NG,NGs Bu(p):={b<r}, B.(p):={b<r}=n"(B.())
so that in particular r > 2p. We can also assume without loss of generality that S,.(p) N
m{(P)=0.

Letting P := 7~ '(P) N B,(p), since 7(B,(p)) 2 7(B,(p)) = B,(p) (by Proposition 4.2
(4)), it suffices to show that P = {p}. Since P is locally finite, we have N := #P < oo.
Let (B;)%_, be a family of small Green balls around the points of P, with disjoint closures
included in By := B,(p). As in the proof of Proposition 4.10, we can assume that B; is the
lift of a Green ball 7(B;) C X with dr(B;) = RP?, for each i = 1,..., k.

Since X is an oriented topological manifold, B; is contractible for each i = 0,... &k by
[BPS24, Proposition 9.24]; also, B; is a manifold with boundary (by Proposition 4.2 (8)) and
0B; = S%. Hence, the set

k
M = BO\UBz
i=1

is a compact manifold with boundary. Given any compact submanifold S C X (with or
without boundary) with I'(S) = S, let us denote by

[e.9]

xr(S) == (—1) tx(T, : H;(S;Q) — H,(S;Q))

=0
the Lefschetz number of I'|s : S — S. We have

xr(Bo) = xr(M) — xr(M N N) + xr(N), N:= UBz

Since each ball is contractible, we have xp(B;) =1 for all i =0, ..., k. Thus,
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Moreover, I'|sp, is orientation-reversing for each i = 1,...,k, as 7(0B;) = RP?, giving
xr(8B;) = 0 for these i. Since M NN = |JI_, dB;, we obtain xr(M N N) = 0, and hence

XF(M) =1—-k.

Since I'[3; has no fixed point and M can be triangulated (as it is a 3-manifold with
boundary), Lefschetz’s theorem gives xr(M) = 0, so that £ = 1 and thus P = {p}. O

We used the following fact, whose proof is contained in the one of [BPS24, Lemma 9.17
(iii)], and is thus omitted.

Lemma 5.2. There exist d,(v,dp) > 0 and A(v) > 0 such that the following holds. Assume
that (X, d, H3, p) is a non-orientable RCD(—2, 3) space with H3(B;(p)) > v and that p € P.
If Ba,(p) is d1-conical for some r € (0,6;), then B,(p) C X is dp-conical.

Corollary 5.3. In the same situation of Lemma 5.1, there exists C'(v) such that, given r €

(0, p/C), there exists 1’ € G,N(r, Cr) such that the closed Green ball B, (p) is homeomorphic
to the (compact) cone over RP?.

Proof. Indeed, arguing as in the previous proof, we can find a Green ball By = B,.(p) C X
whose projection is a Green ball w(By) C B,(p). Taking a decreasing sequence of small
Green balls By D By D ... (in X ) whose projections are Green balls in X, we can conclude
by arguing exactly as in the proof of Proposition 4.10. U

Lemma 5.4. Given v > 0, there exists 6(v) > 0 such that the following holds. If (X, d, H3, p)
is a non-collapsed RCD(—2, 3) space without boundary such that H3(B;(p)) > v and P # 0,
then we have . A

d(¢,T'g) > dmin{1,d(¢, 7 '(P))} for all § € Bi(p)

on the ramified double cover X, where 7(p) = p.

Proof. Let v'(v) > 0 be such that H(By(p')) > ¢ for all p’ € By(p), and let p(v') > 0 be
given by Lemma 5.1. If P N Byuy2(q) = 0, the claim follows immediately from a simple
compactness argument, together with the fact that the latter condition is stable under pmGH
limits (see the first part of the proof of Theorem 5.7 below).

If instead P N By)/2(q) # 0, then (up to replacing v > 0 with v" > 0) we can assume
that p € P is a closest point to ¢ in P. It suffices to show that, for some § > 0, we have

d(¢,T4) > dd(p,q) for all G € B,s(p).

Up to rescaling, it is enough to do it when a(ﬁ, q) = p/2.

Assume by contradiction that (X;,d;, H3, p;), together with ¢; € Xi, provide a coun-
terexample for 6 = 27" — 0, and let (X,d,H3,p) be a limit in the pmGH sense, up to a
subsequence. We also let

G = lim G = lim Tig;
1— 00 1— 00

be the limit point in X, so that q:=7(q) € Pand p € P, as well as

d(p,q) = d(p.q) = p/2.
Thus, P N B,(p) contains at least two points, contradicting the previous lemma. 0
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Corollary 5.5. In the situation of Lemma 5.4, given ¢ € By(p) and r € (0,0 min{1,d(q,P)}),

there exists r' € (2r,2Cr) N G, and, for any such r/, the Green ball B,/(q) is contractible
(for a possibly smaller §(v) > 0 and larger C'(v) > 0). In particular, B,(q) is contractible in

B4CT<Q) .

Proof. Indeed, for §(v) > 0 given by the previous lemma, letting x := d min{1,d(q, P)} we
have d(§,T'q) > k. Hence, 7 restricts to an isometry from Bi,./4(q) to B,a(q). Now [BPS24,
Proposition 9.24] shows that any Green ball B,/ (p) with B, (q) C B,/(q) is contractible.
Replacing 6 with a smaller §’ such that 2C¢" < §/4 and recalling Proposition 4.2 (4), we
obtain the claim. O

Combining Corollary 5.3 and Corollary 5.5, we obtain the following.

Corollary 5.6. If (X,d, H?,p) is a non-collapsed RCD(—2, 3) with H3(B;(p)) > v, for any
r € (0,6) the ball B,(q) is contractible in Byc,(¢q) (for a possibly smaller §(v) > 0 and larger
C(v) > 0).

Proof. Indeed, taking ¢ as in Corollary 5.5 and assuming r < ¢’ < 4, if » < dd(p, P) then
the claim holds by the same result. Otherwise, we have d(p,p’) < r/é for some p' € P,
which then has H3(By(p')) > v/(v) > 0. Once we take § so small that 8(C + §~1)r < p(v'),
we can find radii 7 € (2r,2Cr) NG, and s > p(v') (from Corollary 5.3) such that B,(p') is
contractible and moreover

B, (p) - B4Cr(p) - Bp(v’)/Z(p,) - ]Bs(p,),
giving the claim. ([

The topological stability (Theorem 1.3) is a direct consequence of the following theorem.

Theorem 5.7. Assume that (X;,d;, H?) is a sequence of non-collapsed RCD(—2, 3) spaces
without boundary converging to (X, d,#?) in the mGH sense. Also, assume that each has
diameter < D < o0, so that for some v > 0 we have H3(Bi(p)) > v > 0 for all 7 and p € X.
Then eventually there is a homeomorphism h; : X; — X; moreover, given a sequence of
£;-GH isometries f; : X; — X with ¢; — 0 and e;-inverses ¢g; : X — X;, we can take h; such
that

sup d(fi(z), hi(z)) = 0, supd;(g;(z), h;*(z)) — 0.

zeX; zeX

Note that the very last part of the statement easily follows from sup, x, d(fi(x), hi(z)) —

0. We will use two important tools from geometric topology. For the first one, we refer to
[PET90]; although not explicitly stated in this form, it follows from the proof of the main
result of [PET90].

Proposition 5.8. Given n € N, a function « : (0,7) — (0, 00) with
> i =
~(r) > r for all r, 11_1% y(r) =0,
and ¢ > 0, there exist 0 € (0,7) and n > 0 such that the following holds. If f : X — YV
is an 1-GH isometry between two metric spaces of (Lebesgue) covering dimension < n and

any ball B,(p) in either space is n-connected in B, (p) for all r € (o,7), then f is e-close
to a homotopy equivalence f.
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We recall that B, (p) is n-connected in B.(p) if any continuous map ¢ : S — B,(p) can
be extended to a continuous map B — B, (p) defined on the closed Euclidean ball, for
any { =0, .

Remark 5.9. It follows that f is a C'e-GH isometry. In fact, the proof gives a homotopy
inverse § of f which is also a Ce-GH isometry, and f is a Ce- equivalence: this means that
there exist homotopies H and H’, connecting o f to idy and fo g to idy respectively, such
that {fo H(t,x) : t € [0,1]} and {H'(t,y) : t €]0,1]} have diameter at most Ce (for every
reXandyey).

The second tool is the following result, first obtained by Chapman-Ferry in dimension
n > 5 [CF79]; its proof in dimension n = 3 is due to Jakobsche [JAKS88] (note that the
technical assumption in the main statements of [JAKS88], namely the absence of fake 3-cells,
is guaranteed by the positive resolution of the Poincaré conjecture).

Theorem 5.10. Given two metric spaces X, Y which are closed topological 3-manifolds and
given € > 0, there exists n(Y,e) > 0 such that any n-equivalence f : X — Y is e-close to a
homeomorphism h: X — Y.

Proof of Theorem 5.7. First of all, we have P; — P in the Hausdorff sense: from Theorem
4.7, it is clear that a (subsequentlal) limit of points in P; belongs to P. Moreover, if p € P
then there must exist p; € P; converging to p: if not, then there exists v > 0 such that
B, (p;) C X; is a topological manifold (up to a subsequence), where p; € X; are arbitrary
points converging to p € X. Since p € P, there exists a good radius r € G, N (0,r") such
that OB, (p) = RP?. Then, exactly as in the proof of [BPS24, Theorem 8.1], eventually we
have OB, (p) = RP* for a suitable sequence r; — 7 of good radii r; € G,,, which is impossible
since OB, (p) bounds the topological manifold B,,(p).

From Lemma 5.1, it follows that P; and P have also the same cardinality eventually. We
can then write

,Pi:{piykik’zl,...,N}, PZ{pkkal,,N},

with p; . — pr. We now choose good radii ry € (p/(4C), p/4) given by Corollary 5.3 and
similarly we choose r;;, — 71, along the sequence. We then have the homeomorphism

Eri,k (pi,k) = ]Erk (pk)
To conclude, we claim that M; = M, where

N N
M= X\ UBr(pr), M= X\ |JBr,, (pin);
k=1 k=1
note that the balls in the union have disjoint closures. To do this, let M be the doubling of
M, i.e., the 3-manifold given by the union of two copies of M glued along the boundary, and
s1m11arly let M; be the doubling of M;. The doubling M is a metric space _viewing M C M,
we extend the metric d by letting d(w’, 2') := d(w, z) whenever w', 2’ € M \ M correspond
to w,z € M in the other half, and
d(w, 2") :== min [d(w,v) +d(v, 2)];

veEOM
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it is straightforward to check that the extension is still a geodesic metric (and similarly for
M, ;). We claim that M and M; satlsfy the assumptions of Proposition 5.8.

Once this is done, calling f; : M; — M the almost GH-isometry induced by f; and
applying Proposition 5.8 in conjunction with Remark 5.9 and Theorem 5.10, we deduce that
fZ (together with its inverse) becomes arbitrarily close to a homeomorphism hi : M; — M
as i — 00.

With &; in hand, calling Sy, :=S,, (pr) and viewing M; C M; and M C M, we can apply
Proposition 4.2 (8) and find a neighborhood Sy, C V;, € M with V, 2 [—1,1] x RP?. In fact,
we claim that

(5.11) Vi M hy(M;) = [0, 1] x RP?,

Indeed, for i large enough, h;(9M;) NV is a (tamely embedded) projective plane separating
the two boundary components of V; and hence, in the oriented cover W of Vj (namely
[—1,1] x S?, which we view as S® with two spherical caps removed), it lifts to a sphere ¥,
separating the boundary components (i.e., the two caps in S?).

By applying Alexander’s embedded sphere theorem (see, e.g., [HATO00, Theorem 1.1}), we
deduce that 3; C S? bounds a topological ball. Endowing S? with a smooth structure such
that X, is smoothly embedded, so that it bounds a diffeomorphic copy of B?, we deduce that
Y, is isotopic to the equator of S? (as this ball can be shrunk to an almost round ball by
isotopies). Since Y separates the two spherical caps in S%, we deduce that 3; bounds two
copies of [0, 1] x S% in W}, (for the same reason); by applying [LIV63, Theorem 1], we obtain
(5.11). Thus, h;(dM;) NV is isotopic to one of the boundary components of Vj, and hence
to Sk, within a slightly larger neighborhood V;/ O Vj, completing the proof that M; = M
(through a slight perturbation of ;).

We are left to show that M; and M satisfy the assumptions of Proposition 5.8, for the
same function v. We check this just for M, since the argument gives a v depending only on v.
Let 6(v), C(v) be as in Corollary 5.5 and fix 7(v) > 0 small such that 7 < 0d(M, P), as well
as 4Ct < 6. Taking an arbitrary B,(q) € M with ¢ € M and s € (0,7), if 4Cs < d(q,0M)
then Corollary 5.5 implies that Bg(q) is contractible in Bycs(q) € M. Assume then that
4Cs > d(q,0M).

Assume that we have a continuous map ¢ : S¢ — B,(¢) € M with £ < 3. We wish
to extend ¢ to the closed Euclidean ball B, taking values in a controlled enlargement
Beis(q) C M. The claim is obvious if £ = 0, since X is a geodesic space. Also, once we prove
it for ¢ < 2, it follows for £ = 3 as well, since B;(q) is an open 3-manifold and thus its third
homology group vanishes, allowing us to conclude the proof of the claim via a local version
of Hurewicz theorem (see [DV09, Theorem 0.8.3]).

Let us assume then ¢ € {1,2}. If ¢ takes values in M, then (viewing M C X) we can
apply Corollary 5.5 and extend it to a map ¢ : B! — B,c.(q). By Proposition 4.2 (7) and
the lower bound p(v) on pairwise distances of points in P given by Lemma 5.1, there exists a
neighborhood OM C U C X of size A(v)r (i.e., U = By.(OM)), where r := min{ry,...,ry},
and a retraction R : U — OM such that

d(z, R(z)) < Cd(xz,0M) for all z € U.

As a consequence, as long as 8CT < Ar, we have Byc,(¢) C U and thus R o ¢ is the desired
extension with values in M C N.
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The proof is similar if ¢ takes values in the other half M’ of the doubling. To conclude,
given ¢ taking values in both halves, we will homotope it to a constant by reducing to the
previous situation. We only show how this can be done when ¢ = 2, since the case £ =1 is
similar (and easier).

By endowing M with a smooth structure with respect to which &M is smoothly embedded,
up to a slight perturbation we can assume that ¢ is transverse to M. Thus, ¢~1(OM) is
a union of embedded circles in S2. Among these, we can always find one, which we call T,
bounding a (compact) topological disk A. Now we exploit Proposition 4.2 (6): namely, since
oM =, OB, (px), we can fill ¢|r with a continuous map 1 : A = Be,s(q) N OM.

Since ¢|a and ¢ are taking values in the same half of the doubling, the previous case (for
¢ = 2) shows that ¢|a is homotopic to ¢ in Bog,s(q) (up to decreasing 7 accordingly). Thus,
up to replacing ¢|a with ¢ and perturbing the resulting map slightly (detaching the image
of A from OM), we can decrease the number of connected components in ¢~'(0M). By
iteration, we eventually reduce to the situation where ¢ takes values in just one half; note
carefully that at each step the modified map ¢ takes values in Be,s(q) for the same constant
Cy, since (up to a slight perturbation) each successive modification differs from the initial
map ¢ just by a filling of one of the initial loops ¢|r.

The previous argument showed the existence of 7(v) > 0 and C}(v) such that each ball
B,(q) € M with s € (0,7) is contractible in Be,(q) C M, as desired. O
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